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Abstract

Our study is based on a workplace ethnography conducted between Jan-May 2020 in an AI research lab of an Indian ser-
vice-based IT organization, whose operations shifted from co-located work to work from home (WFH) owing to the recent 
pandemic. The field notes of the ethnographer, working as a full-time intern in a running AI project within this lab, is the 
basis for the qualitative data for this study. We discuss the socio-technical aspects and the specific challenges of distributed 
team-working due to the WFH norms facing such emerging research units, which are rapidly diffusing across the IT industry 
in the offshoring context, particularly in India. We rely on work system theory as a map to bring out key findings from our 
ethnographic observations. The findings point to the importance of having workflows compatible with the specific work 
roles in such emerging work systems – particularly for the beginner roles in the AI space. Our study contributes to the IS 
literature by depicting the challenges of distributed teams in a relatively novel setting emerging in offshoring contexts like 
the Indian IT sector, and suggests implications for managers handling AI projects and tackling employee-focused Human 
Resource practices in such settings.
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1 Introduction

Indian Information Technology (IT) and Business Process 
Management (BPM) service providers have gained expertise 
in the global IT offshoring work, owing to labour cost 
arbitrage, standards followed in ensuring process quality, 
and their capability in managing projects in distributed 
work environments (Carmel & Agarwal, 2008; Zahedi et al., 
2016). A large pool of such service providers or vendors with 
the highest process standard ratings are known for executing 
cost-optimized yet high-quality IT-BPM projects for global 
clients across industry verticals (Dossani & Kenney, 2007; 
Jalote & Natarajan, 2019; Ramasubbu et al., 2008). Standard 
work processes have helped these vendors effectively manage 
distributed software development and BPM projects and 

develop and sustain long-term relationships with their clients 
(Rajkumar & Mani, 2001). In recent years, established IT 
service providers in India have started to garner expertise 
in emerging technologies, such as Artificial Intelligence 
(AI), primarily to address the digital transformation needs 
of their clients (Fersht & Snowdon, 2016; NASSCOM, 
2018b). Clients across industries are increasingly realizing 
the need to manage an unprecedented amount of data that 
is being generated from their processes and are looking for 
AI-based solutions to enhance their competitive advantage 
by optimizing their business processes (Chen et al., 2012; 
Liu, 2014; Wang et al., 2016). Such digital transformation 
needs are pushing them to seek AI solutions from their 
long-standing vendors, predominantly from the Indian IT 
industry (Fersht & Snowdon, 2016; NASSCOM, 2018b). 
Many established Indian IT firms have constituted in-house 
research labs to address these requirements. For example, 
Indian IT companies such as TCS, Infosys, Wipro, HCL 
have all set up AI research labs in the last five years and 
are pitching AI solutions to cost-effectively augment the 
service capabilities of their mainstream IT-BPM projects 
(NASSCOM, 2018a).
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In this study, we discuss the functioning of one such AI 
research lab whose members were co-located together in an 
established service-based IT firm and highlight the peculiar 
project management challenges faced by this unit after the 
sudden imposition of Work from Home (WFH) norms due 
to the recent COVID-19 pandemic. This AI research unit, in 
addition to carrying out purely research-oriented projects, 
was building AI solutions for clients bundled with the organi-
zation’s mainstream software and BPM solutions. The WFH 
imposition was an unplanned occurrence, resulting in all of 
their AI augmented projects being carried out in a remote/dis-
tributed team-mode. This context of our study is unique com-
pared to the project management contexts widely discussed in 
the Information Systems literature around distributed teams 
(Herbsleb, 2007; Herbsleb & Mockus, 2003). Existing stud-
ies predominantly deal with globally distributed software 
development (Cataldo et al., 2007; Espinosa et al., 2007; 
Niazi, et al., 2016a, 2016b), and a majority of them engage 
with the collaboration challenges faced in the offshoring con-
text, where the work is distributed between two sites – the cli-
ent, and the vendor (Niazi, et al., 2016a, 2016b; Zahedi et al., 
2016). These widely discussed distributed projects operate 
within the rubric of software development where the task 
division between members situated across sites is defined and 
regulated through standard process methodologies and asso-
ciated practices (Grinter et al., 1999; Parnas, 1972; Strode, 
2016). However, the tasks and activities in AI projects are 
not modular and far more entangled, thereby limiting the 
possibility of a clear division of tasks between different team 
members, relative to software development (Amershi et al., 
2019; Sculley et al., 2015). Therefore, co-location of mem-
bers seems to be a natural option to the emerging AI research 
units of Indian IT organizations, given the complexity of 
task interdependencies in AI projects and the near absence 
of standard workflows or project management strategies that 
are needed for tackling such a complexity. Our study is moti-
vated by the uniqueness of this research context (emerging 
AI research units within service-based IT organizations) and 
the challenges in having remote/distributed teams, given the 
nature of projects that they deal with (AI projects). More 
importantly, given the absence of modularity in such pro-
jects, what were the problems of remote working faced by 
these emerging units—for whom co-location seems to be a 
natural option? The unplanned WFH disruption gave us an 
opportunity to explore these problems.

The disruption came in the form of a lockdown imposed 
in the month of March-2020 to contain the pandemic, 
which necessitated a mandatory WFH for all the employ-
ees in this industry, including these research units. News 
articles reported the looming lay-offs if WFH continued, 
especially with regard to the research units pursuing AI 
and data sciences (Bhalerao, 2020). It was felt that employ-
ees working in such units would be the first to be laid 

off during this period (Chawla, 2020). They argued that 
clients may prefer just the descriptive analytics without 
any AI capabilities over AI-based predictive or prescrip-
tive analytics, citing that the past data could now become 
irrelevant for prediction in the difficult times ahead in the 
future (Camm & Davenport, 2020). Since we were carry-
ing out a workplace ethnographic study between Jan-May 
2020 in an AI research lab of an established service-based 
IT organization situated in Bengaluru, India, it was a ser-
endipitous opportunity for us to explore the problems of 
remote working faced by members of this lab. As part of 
this ethnography, one of the researchers (the ethnographer) 
worked full-time in an existing AI-based project handled 
by the members of this unit. Because of a nationwide lock-
down that was announced in the month of March-2020, the 
ethnographer worked for close to 3 months in office and 
over a month from home.

In this study, we address the above discussed research 
problem by attempting to answer the following specific 
research questions,

1. What is the socio-technical context of such newly emerg-
ing AI research units in service-based IT organizations?

2. In what way did the pandemic-imposed-WFH, leading to 
an unplanned remote/distributed team-working, disrupt 
the coordination in such units?

In probing these questions, we adopt the work system the-
ory (WST) proposed by Alter (2013) as a theoretical frame, 
as it serves a map-like role in allowing us to delineate the 
components that make up any socio-technical system. WST 
is a practitioner-oriented theory and provides a perspective 
for understanding systems within organizations as encom-
passing both, the technical aspects and the non-technical 
social and business aspects, which are of interest to manag-
ers (Alter, 2013). It also lets us discuss how such a system 
delivers products or services addressing client requirements 
while operating within the overarching organizational con-
text – its environment, strategies, and infrastructure. WST 
was also neatly aligned with a major task that was assigned 
to the ethnographer during his work in the AI research unit. 
This was to document and present to the team, the otherwise 
unstructured activities taken up during the execution of pre-
vious AI projects of this unit. This exercise was intended to 
help the senior members of this unit accommodate useful 
insights in their current efforts at building AI-compatible 
workflows for future client projects. Observations and reflec-
tions related to this exercise predominantly revolved around 
the key components that were highlighted by Alter (2013) 
while defining a work system. Therefore, this motivated us 
to adopt WST as a lens to interpret our ethnographic obser-
vations to highlight our study’s key findings.
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Broadly, the findings from this study, 1) inform the socio-
technical components of emerging work systems undertak-
ing AI projects within service-based IT organizations, 2) 
reveal the importance of informal communication channels 
between participants, particularly the beginner roles in the 
AI space, in the absence of suitable process workflows, and 
3) highlight the importance of AI compatible workflows on 
top of existing collaboration platforms to solve the coordina-
tion disruption that has arisen due to the unplanned WFH. 
Our study contributes to the IS literature by discussing chal-
lenges of distributed teams in a relatively novel setting, that 
of AI research units newly emerging in the offshore out-
sourcing contexts like the Indian IT sector. The practical 
implications of our study relate to the management of such 
emerging technology projects, and to the employee-focused 
human resource practices in such settings. Before arriving 
at our findings, in section-2, we provide some background 
to our study’s context, AI research units in service-based IT 
organizations, and discuss our theoretical frame, the work 
system theory. We contextualise our study by providing a 
brief overview of the Indian IT sector and its transition into 
the emerging technology space, and discuss about AI project 
workflows and distributed software development discussed 
in the extant literature. In section-3, we introduce our empir-
ical setting and discuss our methodology. In section-4, we 
illustrate our ethnographic observations about the operations 
of the AI research unit and the coordination disruption chal-
lenges it faced, owing the pandemic-induced WFH. Here we 
cover in detail the nature of AI projects, activities that are 
undertaken in a typical AI project, the organizational context 
and its influence on this research unit, and the impact of 
WFH on the operations of this unit. In section-5, we adopt 
a work system framework to map out the socio-technical 
aspects of this AI research unit and discuss the difference 
in the nature of coordination between participants as they 
worked in the office vis-à-vis during WFH. In section-6, 
we summarize the answers to our aforementioned research 
questions, provide theoretical and practical implications, and 
discuss the limitations of our study and suggest future work. 
Section-7 concludes.

2  Background and Theoretical Framework

2.1  Emerging Technologies and the Indian IT Sector

Solutions around emerging technologies like AI and Cloud 
are becoming increasingly important to organizations across 
industry verticals. AI embedded within traditional informa-
tion management systems is expected to have profound 
impact on ‘human decision making’ within organizations 
(Duan et al., 2019). Increase in volume and variety of data 
coupled with reduction in computation costs, are together 

driving organizations to extract actionable insights from 
data by adopting AI or Big Data analytics solutions (Abbasi 
et al., 2016; Chen et al., 2012). Analysing such high vol-
umes and variety of data will require cloud services to man-
age the data storage and service requirements (Buytendijk, 
2014). Particularly in the offshoring context, owing to the 
scope of these new technologies, clients are looking to their 
long-standing vendors or service-providers from developing 
nations like India for providing solutions (Fersht & Snow-
don, 2016).

The Indian IT sector which is mainly known for deliver-
ing IT-BPM services, has evolved into a significant player 
within the global technology sourcing business, catering to 
clients across industry verticals around the globe. Today, 
both the IT and BPM segments of the industry are finding it 
imperative to garner expertise around emerging technologies 
such as Artificial Intelligence (AI) and Cloud (NASSCOM, 
2018b, 2019). Their clients are seeking digital transforma-
tion driven growth sensing an urgent need to modernize their 
legacy systems, reduce their software maintenance costs 
and most importantly make their software customizable for 
the needs of their end users. Small and medium businesses 
are increasingly realizing the advantages of offshoring not 
only their non-core business processes but also turning to 
new service offerings such as AI to add value even to their 
core business processes (NASSCOM, 2017). While BPM 
contracts still remain predominantly labour based, clients 
however are increasingly moving towards process transfor-
mation through automation and therefore expecting Indian 
IT service-providers to provide effective BPM solutions 
augmented with emerging technologies such as AI (Fersht 
& Snowdon, 2016). Following Fig. 1 summarizes this evolu-
tion of the Indian IT sector.

With emerging technologies such as AI and Cloud play-
ing a crucial role across industries, requirement for work 
roles around these new technologies are now being incor-
porated into service-based Indian IT firms alongside their 
traditional software work roles. While partnerships with 
niche players in emerging technologies is one strategy for 
large Indian IT organizations to gain lead into emerging 
technologies, in-house capability development through 
requisite reorganization and resource balancing measures 
is nevertheless the primary strategy adopted by a signifi-
cant many (NASSCOM, 2017). Over the past five years, AI 
research labs have been established by the Indian IT giants 
such as TCS, Wipro, Infosys, HCL, and several others, sig-
nifying a rapid diffusion of such emerging research units 
within the Indian IT industry which is a well-known offshor-
ing destination for clients (NASSCOM, 2018a). Under the 
umbrella of one IT organization therefore new roles such as 
data scientists, cloud architects, data engineers, and cloud 
engineers work along with traditional project management 
roles such as business analysts and project managers, as well 
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as traditional software roles such as software engineer, soft-
ware architect and so on (NASSCOM, 2019).

2.2  Ideal–Typical Workflows in AI and Software 
Development

We study one such research unit specifically set up to work 
on AI projects within an established IT services organiza-
tion. To understand the work carried out by members of this 
unit, we believe it is essential first to describe the ideal–typi-
cal AI or Machine learning (ML) project workflow, the 
critical work components, and their inter-relationship. We 
then contrast it with the workflows in traditional software 
development.

According to Amershi et al. (2019), ‘data’ which powers 
Machine Learning (ML) models are a central part of AI solu-
tions. The core activities of AI/ML workflow, excluding the 
production deployment, typically involve two major work 
components, 1. Data pre-processing work, and 2. Model 
development work (Xin et al., 2018). The first component 
relies on pre-processing of structured/unstructured data in 
the form of cleaning, labeling, and extracting relevant fea-
tures or variables. This component subsequently feeds into 
a second work component, ML model training and evalua-
tion, before staging both the pre-processing and model com-
ponents for production deployment (Amershi et al., 2019; 
Jordan & Mitchell, 2015; Sculley et al., 2015). In today’s 
world, unstructured data in the form of text, videos, images, 
and speech is humongous. Therefore, pre-processing such 
data and extracting features from a diversity of such data 
forms is becoming increasingly important. For any given 
AI use case, pre-processing data for extracting features is 
intricately linked to the subsequent ML model training and 
evaluation. Irrespective of who handles which stage within 
the workflow, constant back and forth iterations experiment-
ing with different pre-processed features and ML models 
are necessary for building use-case-optimal AI solutions. 

According to Sculley et al. (2015), the activities within the 
overall ML workflow (mainly data pre-processing and model 
training-cum-evaluation components) are so entangled that 
‘changing anything changes everything.’ This not only 
makes it difficult, but times counter-productive to use the 
AI modules developed for a particular use-case for another 
use-case, even if similar. Even if use-cases are somewhat 
similar, reusing the AI modules (constituted by data pre-
processing components and ML models with their trained 
parameter settings) developed on one use-case for others 
result in a drop in accuracy. Interdependence between data 
pre-processing and ML model building, therefore makes it 
difficult to customize and reuse AI modules. Furthermore, 
the absence of strict abstraction boundaries between differ-
ent ML work components forecloses the possibility of modu-
lar development, therefore warranting a constant iterative 
interactions between work-roles handing different stages of 
the ML workflow (Zaharia et al., 2018). Following Fig. 2 
depicts the optimal AI solution strategy based on recent lit-
erature we discussed in this section.

Traditional software development differs from AI solution 
development mainly because of modularity, customizability 
and reusability of software programs or modules (Amershi 
et al., 2019; de Souza et al., 2004). Modularity requires that 
a software system is built as interconnected modules each of 
which are independently developed and communicate with 
other modules through application programming interfaces 
(APIs). According to de Souza et al. (2004), minimizing 
the dependency between modules by hiding implementa-
tion details of one module from another – called ‘informa-
tion hiding’ – is one the foundational principles of software 
engineering. Another important aspect of software develop-
ment is the practice of customization and reuse of modules. 
According to Amershi et al. (2019), modules that form a 
software system are the programs or codes in the form of 
functions, algorithms, libraries or other sub-modules. These 
modules once fully developed are available for customization 

Fig. 1  Evolution of the Indian 
IT sector
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and reuse across several software applications. Insofar as the 
APIs connecting different modules remain the same, their 
management in terms of development and version control 
can proceed independent of the overall software system. 
These aspects of software development also enable clear 
division of tasks between various work roles in different 
stages of a typical software workflow (Dennis et al., 2018; 
Esbensen & Bjørn, 2014; Yilmaz et al., 2012). Business ana-
lysts and project managers arrive at high-level specifications 
or architecture diagrams capturing the requirements elicited 
from clients. These high-level specs are prepared keeping 
in mind modularity of tasks and customization and reuse of 
existing software programs. Software or technical architects 
refine these high-level specs by defining the functionality of 
and interconnections between different modules at a much 
finer level. The resulting modules are then independently 
developed by different software engineers, over standard 
programming platforms, following the module specific func-
tionality and interface specifications. Independently devel-
oped modules are then integrated and tested to deliver an 
entire software system (Dennis et al., 2018). Clear separation 
of modular tasks among work roles and reusability makes it 
easier to have remote/distributed teams functioning across 
geographies and time-zones in these projects (Herbsleb & 
Mockus, 2003).

AI projects still rely on software development to a great 
extent and traditional software workflows still have their 
place in the context of AI projects. But given the nature 
of AI projects, there is a need to build customizable plat-
forms that address the specificities of AI solution develop-
ment compared to that of software development. ML flow 
is one such generic platform that attempts to track and man-
age dependencies between the pre-processing and model 
building work components. It facilitates the reproduction of 
results, given that the team can experiment with a myriad 
number of datasets, models, and tuning parameters. It can 
also support collaboration between AI and SW teams who 
interact during production deployment (Zaharia et al., 2018). 
Another more recent framework is the ModelOps developed 
at IBM, which serves as a platform for end-to-end develop-
ment and management of AI-based applications, particularly 

while working in the cloud (Hummer et al., 2019). Neverthe-
less, these platforms are still emerging and often are spe-
cific to the use-cases being tackled by the organizations that 
develop them (Amershi et al., 2019). The standardization of 
workflow management compatible with the peculiarities of 
AI project implementation is still a work in progress (Ng, 
2018).

2.3  WFH and Distributed Teams

The Indian IT sector, situated at a pivotal juncture in terms 
of transitioning to emerging technology space, is hit by 
an unplanned disruption in the form of work from home 
(WFH), triggered by the recent COVID-19 pandemic. 
Though the usual software services and emerging technol-
ogy projects continued to be served with employees working 
from home (Mathur, 2020), visible concerns around security 
and infrastructure limitations made it harder for Indian IT-
BPM firms to facilitate their employees working from home 
(Economic Times, 2020). Despite these concerns, there are 
indications that WFH is now being seen as a new normal 
within the Indian IT industry (Kajarekar, 2020).

WFH as a norm brings with it a slew of changes to the 
culture of work within organizations. The transition of 
co-located teams into WFH also carries the usual implications 
pertaining to coordination disruption between team members, 
widely discussed in the IS literature around distributed teams, 
particularly on distributed software development. Literature 
on global software development speaks about some common 
ways in which coordination between team members gets 
disrupted when the members are geographically separated 
and interact virtually through online channels (Espinosa 
et  al., 2007; Herbsleb, 2007). Herbsleb (2007) suggests 
three major ways in which coordination gets disrupted in 
distributed software teams – 1) Much less communication 
and less effective communication, 2) Lack of awareness, and 
3) Incompatibilities. There is a restricted flow of information 
between members as they could be geographically, temporally, 
and socio-culturally separated (Holmstrom et al., 2006), 
leading to establishing connections with fewer members and 
less effectively (Olson & Olson, 2000). People working from 

Fig. 2  Optimal AI solution 
strategy
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different sites share a little context about their respective 
work with one another, as there is a near-complete lack of 
informal or ‘water cooler’ conversations. This leads to a 
lack of awareness among team members about each other’s 
work compared to co-located teams (Espinosa et al., 2007; 
Herbsleb & Mockus, 2003). Incompatible and conflicting 
work styles due to the difference in work habits such as 
technical tool choices or prior training and backgrounds of 
team members make it difficult for members to coordinate 
in general, specifically when the workloads are heavy 
(Herbsleb & Mockus, 2003).

Literature on distributed software development also dis-
cusses ways to mitigate the disadvantages of such coordi-
nation disruptions effectively. An important strategy is to 
optimally divide and allocate tasks between team members 
and ensure clarity regarding the roles and responsibilities 
of different team members (Nidhra et al., 2013; Orlikowski, 
2002). In the context of optimal task allocation, considera-
tions of modular design and development are crucial (Par-
nas, 1972). High-level architecture specifications also form 
an important basis for collaboration by providing greater 
awareness about the project to all the participants, and 
reduce ambiguity about the tasks that are divided between 
different software developers (Whitehead, 2007). Once tasks 
are optimally divided, collaboration technologies such as 
messaging tools, social networks, organizational wikis can 
facilitate communication channels between members in 
virtual mode and contribute to enhanced coordination (de 
Vreede et al., 2016). Instant messaging tools are particularly 
important in the context of improving informal communica-
tion in distributed teams, where members can chat with one 
another after sensing their availability status – e.g., available, 
busy, or in-a-meeting (Herbsleb & Mockus, 2003). Stand-
ard defined work processes also improve the communication 
and coordination between members distributed across sites, 
particularly facilitating knowledge-sharing between clients 
and vendors in the offshore software development contexts 
(Khan et al., 2009; Petersen & Wohlin, 2009).

While there is a good amount of literature on distrib-
uted teams in the context of software development, but as 
far as we know, the coordination disruptions around remote 
teams executing AI projects are not discussed in the extant 
literature. These disruptions are unique in comparison to 
those found in the context of distributed software develop-
ment because as we discussed above, the tasks in AI pro-
jects are entangled in complex ways. Absence of modularity 
makes it less easy to divide and distribute them optimally 
across members, compared to software development. Fur-
ther, overarching work flows for executing such projects are 
still emerging (Amershi et al., 2019; Sculley et al., 2015). 
Our study mainly focuses on this understudied context. We 
take the opportunity to analyse the WFH imposed chal-
lenges faced by the members of an emerging AI research 

unit (whose participants were otherwise co-located) from 
the viewpoint of problems faced by distributed teams in such 
AI projects, where task division between participants is not 
well-defined.

2.4  Work System Theory

“A work system is a system in which human partici-

pants and/or machines perform work (processes and 

activities) using information, technology, and other 

resources to produce specific products/services for 

specific internal and/or external customers.” (Alter, 
2013)

Looking at systems merely as technical artifacts or as 
configurations of hardware and software that users use has 
been a dominant perspective in IS literature. Work Sys-
tem Theory (WST) proposed by Alter (2013) provides an 
alternative perspective to these techno-centric assumptions 
by providing frameworks and methods for business pro-
fessionals to analyze systems in organizations – irrespec-
tive of whether or not they are related to IT. By making a 
shift from a purely technical system to a work system as 
the unit of analysis, work system theory offers a way to 
focus on the socio-technical aspects of such systems within 
organizations. For example, adopting work system theory, 
Marjanovic and Murthy (2016) were able to draw not only 
technological but also insights pertaining to organizational 
environment and strategies and their evolving relationships 
that shaped a service organization’s transition from carrying 
out product-centric services to customer-centric services. 
Even before the comprehensive work systems theory was 
discussed in Alter (2013), previous works of Alter (Alter, 
1999, 2001) inspired the adoption of the work system as the 
‘central and focal point of analysis for studying information 
systems’ (Patnayakuni & Ruppel, 2010).

Work system theory offers frameworks that provide an 
understanding of both, static (work system framework) and 
dynamic (work system life cycle model) views of socio-tech-
nical systems within organizations. Work system framework 
represents the relatively stable ‘form, function and environ-
ment’ of a work system as comprising nine components 
divided into three major types. The first type comprises 
components such as processes or activities, participants, 
information, and technologies, which fall completely inside 
the work system. The second type is comprised of customers 
and products/services. Although they fall outside the work 
system, they are also required to be included within the work 
system because a) customers participate in the processes and 
activities of the system, and b) products/services intended 
for customers are also shaped within the work system. The 
third type is comprised of components such as organizational 
environment (e.g., organization’s cultural, competitive, 
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regulatory, and demographic environment within which 
the work system operates), infrastructure (relevant human, 
information, and technical resources provisioned by the 
organization to the work system) and strategies (alignment 
of enterprise strategy with work system strategy). These 
organizational components are largely outside the work sys-
tem but directly influence the inner components of the work 
system. As a map, this framework allows one to identify any 
work system by its participants who, while performing their 
tasks, coordinate amongst themselves through information 
and technologies under structured processes or unstructured 
activities. It also allows for considering the interactions of 
this work system with clients or customers while deliver-
ing products or services satisfying their requirements. And 
lastly it helps to delineate the work system operations under 
the overarching organizational setup made up of its environ-
ment, infrastructure, and strategies. Table 1 shown below 
provides a brief description of these components based on 
the work of Alter (2013). The second framework of work 
system theory is the ‘work system life cycle’ model. This 
model offers a dynamic view of the work system that cap-
tures an ‘iterative process through which work systems 
evolve… via a combination of planned change and emergent 
change… through adaptations, bricolage, and workarounds’ 
(Alter, 2013, p. 13).

For the purpose of this study, we rely only on the work 
system framework – the static view of a work system (See 
Fig. 3 for a diagrammatic view). Through this framework, 
we try to understand the operation and components of a 
newly emerging work system embedded within a service-
based IT organization and is delivering AI solutions to the 
organization’s long-standing clients. We are particularly 

interested in understanding the challenges this emerging 
work system faces, specifically the coordination disruption 
between its participants, owing to the pandemic-induced 
WFH. Given the limited duration of our ethnographic study, 
it will be premature for us to advance a dynamic view of 
this work system. However, our findings hint at the worka-
rounds that participants of this work system drove to sustain 
its operations within the overarching organizational context.

3  Methodology

3.1  Empirical Context

The empirical context of our study is a service-based IT 
organization situated in Bengaluru, India, where one of 
us joined as an intern in the month of January 2020 in its 
recently formed research unit for undertaking AI projects. 
Being in this industry for over 25 years, this organiza-
tion is well-known as a vendor or service provider for IT-
BPM services to clients across industry verticals situated 
across the globe. Recently, to catch up with the clients' 
emerging technology needs, it gathered members from 
traditional software teams, recruited employees for new 
work roles, and started an in-house research unit. This 
unit deals primarily with solutions around AI and Cloud. 
Since clients are increasingly moving from on-premise 
servers to cloud environments in anticipation of reduced 
software and data management costs, this organization 
has evolved itself into developing customizable cloud-
based software applications. However, a major focus of 
this team has been to build customized AI solutions for 

Table 1  Work System Components following Alter (2013)

Component Description

Processes and Activities Any work system comprises activities or process-steps (if activities are structured) which can be viewed and described 
from a performance perspective, i.e., how the activities are actually performed within the work system

Participants People who perform work within the work system—workforce who engage with IS development activities and those 
who manage development and also participate otherwise

Information Formal (e.g., data) or informal (e.g., verbal commitments) informational entities that are exchanged by participants as 
they perform activities or process-steps

Technologies Technologies include tools (hardware-software configurations) used by participants while performing different activi-
ties within the work system

Products/services Comprise the products or services produced for the benefit and use of their customers

Customers Customers are the recipients of products/services produced by the work system. Analysis of any work system should 
consider who they are, what they want and how they are going to use the provided products/services

Environment Environment includes ‘organizational, cultural, competitive, technical, regulatory, and demographic’ factors that affect 
work system performance

Infrastructure Resources (technical, informational, or human) that are managed outside the work system but are useful to the opera-
tion of work system

Strategies Work system embedded in an overarching organization depends on its own strategies, and is influenced by the strate-
gies of its parent department and the organization itself. Alignment of work system strategies with department and 
organizational strategies is important for the work system to function effectively
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its clients seeking business process automation, and in 
the process, it became quite successful in accumulating 
proprietary AI solutions as IPs over the past five years. 
While client-centric AI projects constituted a major por-
tion of IPs, research projects utilizing off-the-shelf data 
are another source. Its solution stack constituted by such 
IPs has enabled this organization to not only offer turnkey 
services around AI for its future clients but also to deploy 
them over cloud platforms such as AWS (Amazon Web 
Services), Azure, and GCP (Google Cloud Platform), 
allowing their generic usage in the online marketplace. 
The ethnographer worked in this team as a full-time 
resource in a running AI project until May 2020. Owing 
to the pandemic that caused lock-down and WFH close to 
the end of March, the ethnographer was engaged with this 
project work for about three months in office and slightly 
over a month from home.

3.2  Ethnography at Workplace

Our primary research objective was to draw insights about 
different work roles and their work interactions in the 
broader context of social mobility of Engineers within the 
Indian IT industry. This topic was timely as this indus-
try is transitioning towards developing solutions around 
emerging technologies such as AI and Cloud, and therefore 
was of particular interest to us. Since there is insufficient 
secondary data available on these subjects, we decided 
to undertake primary research. We opted for participant-
observation-based ethnography as we believed it would 
provide us a way to uncover the complexities of work 
and work interactions as it happened in-situ within one 
organization over a significant period of time. Our choice 
of ethnography as a methodology is motivated by the 

works of Barley and Kunda (2001). According to Barley 
(1996), work in organizational theory has gone into the 
background, and many studies either simply acknowledge 
the complexity of work or just gloss over the ‘issue of 
how work might be changing.’ However, according to him, 
pushing the complexities of work into the background may 
not help in the understanding of any social phenomenon 
occurring within organizations. In today’s world, the nature 
of work is intricately linked to organizational structures, 
and according to Barley and Kunda (2001), the latter have 
to adapt to changing nature of work to avoid the risk of 
‘becoming misaligned with the activities they organize’ 
(p.2). Therefore, it is argued that bringing work back into 
studying organizations is imperative, especially in today’s 
context where technologies are rapidly evolving, and mar-
kets are constantly expanding, affecting organizations both 
from within and from outside. In this regard, they argue 
for the importance of workplace ethnographies as a suit-
able methodology. While providing a native perspective 
about in-situ work practices and processes, ethnographies 
also motivate researchers to relate their findings with a 
more general understanding of organizations embedded in 
similar environments and comprising similar work contexts 
(Barley, 1996; Barley & Kunda, 2001).

Taking into account our research objectives and the 
ethnographer’s prior qualifications (industry experience 
and knowledge of machine learning from doctoral course-
work), the head of the research unit assigned three spe-
cific tasks to the ethnographer. (1) to work as a full-time 
intern in a running Natural Language Processing (NLP) 
based project, (2) to understand, identify and document a 
common workflow based on the team members’ experi-
ence of working across multiple projects over the past five 
years, and (3) to periodically report research findings to 

Fig. 3  The Work System 

Framework. (Diagram is 
prepared following the original 
depicted in Alter (2013))
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members of this unit. The first two tasks were considered 
as a value-addition that the ethnographer would bring to 
the team, and the last task was to help the ethnographer 
triangulate and validate his/her findings. The first two of 
these tasks allowed the ethnographer to gain a consider-
able understanding of the operations of this AI research 
unit. Observations and reflections which the ethnographer 
gathered while conducting these tasks, both while working 
from the office and from home after the lockdown, form 
the basis for this study. It also motivated us to consider 
work system theory as a theoretical frame given its focus 
on participants and their coordination through information 
and technologies while performing work to produce prod-
ucts/services for the clients. Working with team members 
in a project, joining them for breakfast, lunch, and cof-
fee, engaging in impromptu conversations near cubicles, 
attending team meetings, knowledge transfer sessions, 
birthday celebrations, employee farewells, and many more 
events laid the basis for the ethnographer to build a strong 
rapport with the team members and allowed him/her to 
become a member of the team.

3.3  Data and Analysis

Our participant-observation-based ethnography provided 
us a way to uncover the complexities of work and work 
interactions as they happened in-situ within this one 
organization for a period of four months. Working as a 
full-time intern on a running AI project with other team 
members helped the ethnographer internalize the intrica-
cies and complexities of work practices, work processes, 
and how different work roles interacted during the pro-
ject and beyond. Further, the assigned task of conducting 
unstructured interviews with some of the team members to 
understand the project work flows allowed the researchers 
to get a concrete sense of the overarching work processes 
within which AI project works were carried out. Working 
from the office for about three months and from home for 
over a month allowed the ethnographer to document dif-
ferences in the nature of work-role interactions during the 
project execution, in-office vis-à-vis at home. The contrast-
ing observations between work interactions at the office 
and from home in the context of this project were the prime 
motivation to carry out this particular study and informed 
the emic perspective of this ethnography. Engaging with 
the members or participants of this unit allowed the eth-
nographer to understand the rationale for AI projects and of 
different work roles, the nature of the interaction between 
these participants, their prior educational and occupational 
backgrounds, and their future aspirations.

The ethnographer’s own detailed notes based on the 
embedded understanding of the day’s work, relations 
with co-workers, observations about the work place and 

unstructured interviews (UI) and impromptu conversations 
(IC) with the team members formed the source of qualita-
tive data for our study. For example, for the task assigned 
to the ethnographer by the team lead to document the AI 
project workflows by talking to the team members required 
the ethnographer to conduct interviews with different 
members of the team. The team lead formally approved 
taking unstructured interviews concerning their previous 
AI project workflows, but there was a strict prohibition 
to setting up meetings for such interviews to record and 
transcribe them. The use of devices to record conversa-
tions was against the organizational policies, and given 
the work schedules, the team members did not welcome 
formal and lengthy discussions enquiring about the project 
workflows. The Ethnographer, therefore, had to undertake 
such interviews in multiple short-duration conversations 
with the participants. Occasions were also sought when the 
team members were having their breakfast, coffee, or lunch 
and the ethnographer made it a point to join them. When-
ever there was an opportunity, the ethnographer took notes 
capturing the key points during such interviews or other-
wise registered such points or recalled quotes (in italics) 
after completing the conversation in the form of memory 
markers on the mobile phone. The usual impromptu con-
versations with team members daily, like in project status 
meetings, casual discussions near cubicles, during lunch, 
breakfast, or coffee, were registered by the ethnographer 
solely in the latter form. Notepad within the ethnographer’s 
mobile phone helped in capturing these memory markers 
as and when he/she got the time to be physically away from 
the team members. At the end of each workday, the eth-
nographer made detailed field notes, based on these short 
memory markers and any other key points by recollecting 
and paraphrasing the unstructured interviews and conver-
sations These were shared with the research collaborator 
and mentor, daily. Gaps in understanding any particular 
observation or participant’s viewpoint were filled in dur-
ing subsequent conversations with the team members. The 
ethnographer had to summarize his/her research findings 
to the team lead and members every week, and towards the 
end, a formal presentation was also organized to provide 
the team with a summary of field notes. These presenta-
tions gave scope for listening to the queries raised by the 
team members and also gave opportunity to ask the mem-
bers questions that could correct and refine our understand-
ing of the overall functioning of this unit.

Given the ethnographer’s full-time engagement with the 
team for a project, there was a risk of him/her getting bogged 
down by the project deadlines, losing the necessary perspec-
tive for drawing generalizable insights about the industry 
beyond this organization’s context, or even take a more ‘dis-
tanced’ view of the ongoings. The advantage of participant 
observation is that it brings rare insights through proximity, 
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but this could also be a cause for distortion. It was here that 
the role of the other research collaborator, the mentor outside 
of the organisation, with whom the field notes were shared 
daily, helped. Each day’s field notes were coded and inde-
pendently summarized by the mentor (See Table 2, for an 
example) and questions and pointers to guide the ethnog-
rapher’s observations during subsequent visits were made. 
These fields notes were classified into categories covering 
the meta-lens of structure and agency that was the theoreti-
cal bed-rock of this ethnography. Structure in this AI unit 
was captured by the technological aspects and organizational 
aspects and agency was captured by the participants’ view-
points. The coding was done with an aim to provide a prism 
for further observations and theoretical refinement. Given 
the nature of our ethnography, we chose to achieve reliabil-
ity by continually analysing our data in a systematic fashion 
given the structure-agency lens. Finer coding for example, 
within the technological structures – workflows and work-
processes, were done after the completion of the project. The 
later coding was also determined by Alter’s WST that was 
the framework adopted to map the workflows. We also found 
it useful to summarize along the emic and etic perspectives, 
suggesting questions and pointers for the ethnographer to 
pay attention to, during the subsequent field work. The etic 
perspective was naturally provided by the mentor and from 
outside the context of this organization. By interpreting and 
reflecting over the field notes daily, he/she helped the ethnog-
rapher connect field observations beyond this one organiza-
tion and enabled the ethnographer to sharpen his/her focus on 
the broad research objectives. There were weekly discussions 
between them about the happenings in the office and about 
changes happening in the Indian IT industry, and the intrica-
cies of work in emerging technology projects. In addition, 
the weekly work-summary at the workplace with the team 
provided a means for triangulation of the insights, and gave 
scope for listening to the queries raised by the team members. 
It provided an opportunity to ask members questions that 
clarified the understanding about the overall functioning of 
this unit.

The resulting field notes were thus a synthesis of emic and 
etic perspectives of a two-member research team. We feel 
that multi-member research teams work best in such non-
traditional short/medium duration ethnographies. Over four 
months, observations during interactions at work (either in 
office or from home), essence of unstructured interviews, 
impromptu conversations, and internalized experiences con-
stituted our ethnographic field notes that ran into 114 single-
spaced pages that amounted to close to 80,000 words. The 
following Table 3 summarizes the overview of respondents 
(anonymized) and the nature of data from portions of our field 
notes relating to AI projects and work from office/home, which 
became relevant for this study.

4  AI research unit and challenges from WFH 
disruption

In this section, we discuss our ethnographic observa-
tions regarding the socio-technical components of this AI 
research unit functioning within a service-based IT organi-
zation and the effects that the unplanned WFH cast on this 
unit, specifically in terms of disrupting the coordination 
between its participants. In particular, we describe 1) the 
nature of AI projects undertaken by the participants of 
this unit, 2) The major activities or stages of a typical 
AI project and specifically about the activity where the 
ethnographer worked hands-on with other participants, 3) 
the organizational context, underpinned by client-vendor 
relationship, within which this unit operated, and 4) the 
influence of WFH on this unit and its participants.

4.1  Nature of AI projects

Like most service-based IT companies in India, this organi-
zation is known for delivering Software (SW) and Busi-
ness Process Outsourcing (BPO) services to clients across 
industry verticals such as banking and finance, logistics, 
healthcare, and several others. Offshore development 
centers (ODCs) are a significant part of this organization 
undertaking BPO related work, which involves mainte-
nance of client’s business processes through manual and 
software-based interventions. With an increasing need to 
digitalize and extract business insights from unstructured 
process data such as process logs or text documents, clients 
now expect AI-augmented solutions from this organization 
mainly to reduce costs. This is where the role of the AI 
research unit comes in. According to the business analyst 
of the AI research unit, clients are expecting an increase 
in per-worker productivity from the existing BPO teams 
so that it could lower the expected costs of services. This 
became important to clients as they are now witnessing a 
tremendous increase in the need for digitalization of their 
process documents, and they see a potential in the use of 
AI—particularly natural language processing (NLP) – to 
augment and hasten the manual data-entry work. The BPO 
workforce is usually responsible for manual or simple rule-
based extraction of fields from the unstructured process 
data – typically text documents. Therefore, supporting BPO 
work with some level of automation through AI is con-
sidered crucial for this organization to gain a competitive 
advantage over other similar service providers.

The AI research unit within this organization builds 
IPs through its research projects involving the develop-
ment of AI solutions for generic use-cases relying on off-
the-shelf data sets. However, a major source of projects 
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for this unit comes in the form of AI augmentation use-
cases that clients require on top of mainstream IT-BPM 
projects which this organization delivers. These projects 
often require the members of this unit to solve novel AI 

use-cases that again help this unit build IPs. IP develop-
ment relying on client-centric projects is critical for this 
team to sustain itself within the organization. According 
to the team lead,

Table 3  Overview of respondents and nature of data

While in office, the ethnographer was allocated a cubicle situated in the midst of the team, which had about 30 members. The following table 
summarizes an overview of about 12 employees with whom the ethnographer had, a) multiple informal conversations during lunch, breakfast, 
and coffee, b) conversations that engaged the ethnographer near his/her cubicle, c) conversations that happened around others cubicles in which 
researcher got involved, d) unstructured interviews about project workflows and e) conversations that happened both in office as well as during 
WFH with the team members who were part of the running AI project in which the ethnographer was also involved. Beyond the members of this 
AI research unit, the ethnographer also interacted several times in the office with two software engineers from a SW team stationed on the same 
floor and worked closely during the deployment of several previous AI solutions developed by this unit.

Work Role(s) Number Data

Data Engineers 2 The ethnographer worked with these two engineers on the on-going AI projects which gave him/

her an opportunity to converse with them on a daily basis during work. The emphasis of the 

conversations was around the intricacies of the current project, their work interests, and their 

hobbies

Software Engineers from SW team 2 The ethnographer got introduced to these SW engineers through the two data engineers. There 

were six different occasions, on the ethnographer interacted with these two to understand the 

nature of deployment in AI projects

Project Manager 1 The ethnographer was formally assigned to work under this manager. This gave the ethnographer 

regular opportunities to interact during work or otherwise. Summarizing our research insights, 

gathering feedback, and conversations around other happenings at work were the key topics of 

our discussion almost every day

Cloud Architect 1 While at work, the ethnographer accompanied the cloud architect and Project Manager to the 

office cafeteria for breakfast, lunch, and coffee several times. This gave the ethnographer 

a chance to be a part of several impromptu discussions that they had around the nature of 

augmented AI projects, client-vendor relationships, and other aspects related to work in this 

research unit

Senior data scientist 1 The ethnographer had interviews regarding project workflows with this senior data scientist 

split across three different occasions. On reaching the office early, the ethnographer was able 

to catch this data-scientist every morning for coffee. Discussions were primarily around the 

intricacies of AI project work, the challenges they face, and corrective steps they are taking to 

mitigate such challenges

Junior data scientist 1 The ethnographer had an hour-long unstructured interview with this data scientist regarding the 

project workflow and also regularly sought help regarding any programming-related bottlenecks 

that the ethnographer faced during the daily project work. The emphasis of conversations was 

primarily around the differences between traditional SW and AI projects

Team Lead 1 The Team lead was responsible for taking regular feedback on our findings. Project status meet-

ings were the key occasions where the ethnographer got the opportunity to listen to the conver-

sations initiated by the team lead. Such conversations were primarily concerning the progress 

of the work currently performed by the two data engineers and the ethnographer. The team lead 

also enquired about the insights we gathered from our ethnography and gave comments and 

posed queries that helped in refining our understanding of the complexities of work taken up by 

this unit

In-house cloud/SW Engineers 2 These two were the in-house cloud/SW engineers who occupied cubicles adjacent to the ethnogra-

pher’s cubicle. This allowed the ethnographer to participate in conversations with them almost 

daily while in the office. Due to a sustained relationship with these members, the ethnographer 

was able to have informal conversations on a few occasions during WFH. Most conversations 

were around the intricacies of SW engineering work in AI projects and particularly the compo-

nent integration and deployment aspects

Senior Business Analyst 1 The project manager and business analyst conducted weekly status meetings with the two data 

engineers and the ethnographer to track the progress of the current project. This gave the 

ethnographer the opportunity to witness conversations that the business analyst initiated. The 

ethnographer also had unstructured interviews about project workflows, scattered on two differ-

ent occasions, and impromptu conversations during breakfast and lunch on several occasions 

around the BPO work that formed the basis for AI-augmented projects in this unit
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“IP development is not the cup of tea for all players, 

you need deep pockets to develop IP, because if you 

take our team with 35 odd people, it’s a cost centre for 

the company. Even after investing in the IP … if we do 

not show regular results in terms of the IP develop-

ment for [our] clients being signed up… I am sure the 

management might have lost patience with us and said 

that ok you guys are not building enough good quality 

IPs so let us all put you in consulting.”

Within AI, this team has now gained expertise in the 
domains of Natural Language Processing (NLP), computer 
vision, graph-based machine learning, speech recognition, 
and has also recently ventured into quantum machine learn-
ing. Almost all client-centric projects taken up by the AI 
team are related to NLP and are augmented in nature, where 
AI augments software or manual work taken up by the BPO 
workforce. Not only this team but similar research teams 
emerging across many established service-based IT organi-
zations in the country are also catching up to these kind 
of AI projects. Since a majority of such projects currently 
deal with processing information from unstructured text data 
coming from clients, the domain of NLP is dominating the 
landscape of AI projects, especially in the context of the 
Indian IT industry (NASSCOM, 2018a).

4.2  Activities in a typical AI project undertaken 
by this unit

As discussed above, augmented AI solutions supporting the 
mainstream IT-BPM projects, particularly the BPO work, 
are the kind of AI projects that this AI research unit pre-
dominantly undertakes. The participants involved in these 
AI projects are the team lead, business analysts, project 
managers, data scientists, data engineers, and software/cloud 
engineers. Team lead, business analyst, project manager are 
predominantly project management roles, and the remaining 
are technical or execution-related work roles.

4.2.1  Stages of a typical AI project

The ethnographer’s task of documenting project workflows 
enabled us to understand the major activities undertaken by 
the participants of this unit while implementing a typical AI 
project. There are three important stages, 1) Project Initia-
tion, requiring the unit to market their AI expertise to clients 
2) Use-case identification, which requires identification of 
AI-augmentation use-cases in existing IT-BPM projects, and 
may or may not follow an intermediate proof of concept 
(POC) stage, depending on the novelty of use-cases, and 3) 
Productionizing stage, which involves execution and deploy-
ment of the resulting AI solution.

Stage I: Project Initiation The first stage is called ‘project ini-

tiation’ which is driven by the sales team within this organi-
zation. During the regular client-vendor meetings around 
the organization’s mainstream IT-BPM projects, the sales 
team of this organization often also introduces clients to the 
possible AI expertise their AI research unit could offer. In 
this regard, the sales team discusses the IPs developed by 
the AI unit and does a high-level overview of their func-
tionality with clients. If clients see potential in integrating 
AI into mainstream projects, the sales team involves senior 
members of the AI research unit during the client discus-
sions – mainly the team lead and the business analyst. The 
team lead requires the business analyst to attend these meet-
ings to map out potential AI use-cases corresponding to the 
mainstream IT-BPM project(s). These meetings occur in the 
virtual mode since the client teams, the sales team, and the 
members of the AI research unit are geographically sepa-
rated. These meetings are typically spread out over a week, 
and the business analyst gets ample time to discuss with his 
other teammates from the AI research unit while prepar-
ing any preliminary plan proposals. The business analyst 
often sits with data scientists and discusses with them while 
preparing these preliminary plan presentations. Such pres-
entations typically capture 1) Previous project use-cases or 
generic research IPs that might be of interest to the client, 2) 
High-level architecture or functionality maps to address the 
potential AI use cases of the client, 3) Suggested integration 
with the client’s mainstream IT-BPM project, 4) Tentative 
figures capturing the total cost of ownership if such projects 
are taken up. As more meetings happen with the clients, the 
business analyst consolidates his understanding of the cli-
ent’s business processes and potential AI use-cases, based on 
inputs gathered from the clients, their in-house BPO teams, 
and the data scientists. Based on this information, he/she 
prepares or updates high-level architecture or functionality 
diagrams detailing the scheme for stitching existing IPs and 
AI components from previous projects and how they plan 
to integrate it with the client’s mainstream IT-BPM project.

Coordination between the team-lead, business analyst, 
and data scientists, typically happens face-to-face given the 
way they are located in the office. While team lead has a 
closed cubicle, it is situated in a location facing the open 
cubicles where all the participants – including business ana-
lysts and the data scientists sit. Given his position higher up 
the ladder, the team lead reserves the authority to call upon 
business analyst at any time and ask for the status regard-
ing the plans for the prospective AI project. If the client 
approves these plans, then the next activity is the use-case 
identification.

Stage II: Use-case identification Once the project initiation 
phase is complete, the next stage often takes place at the 
client’s site. This is called the ‘use-case identification’ stage. 
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This stage aims to map client requirements for business pro-
cess improvement into AI use cases. The business analyst, 
project manager, and data scientist are involved during this 
stage along with the client’s business team. Data scientist 
brings her expertise in terms of assessing the applicabil-
ity of various ML-based solutions to client’s requirements. 
The business analyst and project manager jointly mediate 
communication between the data scientist and the client’s 
business team and ensure that the use cases are mapped for 
client requirements in a workshop mode. At the end of this 
stage, the business analyst, along with the project manager, 
refine and prepare high-level architecture diagrams for each 
of the client use-cases, capturing strategies for reusing exist-
ing IPs, previous project components, and wherever required 
the need to develop new ones. In the latter case, data sci-
entists are engaged further beyond this stage to showcase 
a prototype AI solution to the client, which the team calls 
‘proof of concept’ (POC) for their new ideas. In this stage, 
a senior data scientist along with junior data scientists, 
experiment together on preliminary client data, if available, 
or any other off-the-shelf data closer to the structure of cli-
ent data for developing prototype solutions. Off-the-shelf 
data is often present as open-source benchmark datasets or 
any non-confidential data in use from the previous client 
projects taken up by the team. Programming environments 
around Python and R provide packages that serve as plat-
forms to work on the two main components – pre-processing 
and model building – for this prototype AI solution. This 
POC stage is applicable only where the AI project requires 
some novel strategies that the team hasn’t worked on before 
and engages their costliest resources – the data scientists. 
In such projects, the components developed during POC, 
and high-level architecture diagrams will be the basis for 
customization/reuse. Work taken up during the subsequent 
stage is called ‘productionizing’.

Stage III: Productionizing Within the productionizing stage, 
data engineers execute the AI project and software/cloud 
engineers deploy the resulting solution onto cloud or on-
premise client servers. Data scientists only play an infor-
mal and advisory role in this stage. Clients typically share 
a preliminary data sample comprising variety, but a very 
low volume, owing to confidentiality reasons, and assume 
that the AI team will build pre-processing and ML model 
components based on it. They expose their data fully to 
these components only after software/cloud engineers create 
appropriate wrappers and user interfaces that can maintain 
the anonymity of client data. Data engineers are primarily 
engaged in the pre-processing aspect of the AI project and 
rely on Python and R programming environments for build-
ing new pre-processing programs or customizing existing 
ones. Software/cloud engineers rely on platforms such as 
flask and Kubernetes to build web-based environments for 

clients to access AI/ML components and to manage the over-
all solution deployment in the cloud. One of the reasons why 
the team lead advocates for customization and reuse of their 
previous project components is because the client data this 
unit works with is rarely representative. Given the absence 
of fully representative data, the pre-processing programs and 
ML models (previously developed by data-scientists as part 
of the POC stage or from the previously developed IP cores) 
go online independently. Only when these components are 
jointly exposed to the full volume and variety of client’s data 
will the true performance of the AI model and the need for 
carrying out re-training with the same or different models, 
etc.., be known. Such independent development of the two 
main components of the AI project results in sub-optimal 
accuracy, as against an iterative exercise involving joint 
experimentation with the two components (Sculley et al., 
2015). But, given that the BPO workforce gets to manually 
validate the results, the achieved accuracy levels are good 
enough to augment their work and suffice meeting the AI 
project objectives.

4.2.2  The Ethnographer’s engagement 

during the productionizing stage

Productionizing is the stage that takes up a major portion 
of time and effort from the execution engineers of this 
team, i.e., Data and SW/cloud engineers. The Ethnographer 
worked in one AI project in its productionizing stage, along 
with two data engineers, a business analyst, a project man-
ager, and the team lead. His/her role was closer to the data 
engineer's role, and therefore participation in project-related 
meetings became necessary. Weekly status meetings were 
organized by the business analyst and project manager with 
the data engineers to oversee their progress. These were pre-
cursors to the monthly status meetings that were headed by 
the team lead, where he/she evaluated the overall project 
progress. During the weekly status meetings, the business 
analyst evaluated the work of data engineers along a high-
level framework comprising the strategy for customization/
reuse from previous project components. In these meetings, 
statements by the business analyst, for example, “don’t 

do everything at once, take up one task after the other… 

refer to what we did in our previous project, look at the 

files that were prepared.” (Essence of a conversation dur-

ing a weekly meeting) directed at data-engineers reminded 
them of the importance of customization/reuse. Accord-
ing to the business analyst, this minimizes the cost of the 
development and maintenance of AI solutions. The project 
manager managed the tasks and responsibilities assigned 
between the data engineers. Unlike the business analyst, the 
project manager engaged in matters related to the time allo-
cation of data engineers in the project. As the data engineers 
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worked on multiple projects at a time, their challenges of 
multi-teaming – working simultaneously in multiple pro-
jects – are discussed periodically during the status meetings. 
For the technical aspects of work, they were directed to the 
business analyst or any of the senior or junior data scientists.

Data scientists believe that during the productionizing of 
client-centric AI projects, a high-level experimentation strat-
egy – the crux of AI solutions, is often missing. Since this 
stage of the project takes the longest duration, data scientists, 
who are among the costliest human resources of this unit, 
are formally excluded from participating in this stage. They 
only undertake an informal and advisory role. Although in 
an advisory role, they make conscious efforts to informally 
mentor data engineers in their execution-related work. Data 
engineers informally interact with data scientists asking 
them about the appropriate model building strategies that 
could go with the kind of client data they foresee during the 
eventual deployment of this project. Data-scientists would 
suggest multiple strategies for feature extraction in their pre-
processing programs so that they may work with a diverse 
set of ML models during deployment. This was important 
because it provided some leverage for experimentation in 
arriving at a more optimal and accurate ML model when 
faced with the full volume and variety of client data during 
deployment.

4.3  The organizational context of this AI research 
unit

The AI research unit ultimately had to operate within an 
overarching organizational context – that of a service-
based IT organization. Below we discuss the influence of 
the client-vendor relationship that underpins this organiza-
tion on the functioning of this AI research unit and some 
additional flexibility given to this unit to function with rela-
tively greater independence compared to other units of this 
organization.

4.3.1  Influence of client‑vendor relationship on AI Project 

Workflows

“we have carved out our own way … and developed 

a sweet spot to deliver [AI solutions] … [it] seems to 

be working well for us… it may be different in other 

companies where the types of clients they deal with are 

different… we see [that] we are aligned to the overall 

scheme of things, that is the organizational objectives, 

that is where I speak from, which are typically in terms 

of the financial metrics, the social metrics, and the 

employee client metrics” – Team Lead

The AI research unit is embedded within a service-based 
IT organization that is heavily influenced by the clients in 

terms of its organizational values, objectives, and prospects. 
Although developing novel IPs around AI is a stated objec-
tive for the AI research unit, it is nevertheless influenced 
significantly by the overarching organizational context.

A predominant influence of this client-vendor relation-
ship over the AI research unit comes in the form of IT-BPM 
project workflows and practices used in existing projects, 
like Agile and Scrum,1 which end up determining the flow 
of activities within the AI projects. As one of the junior 
data scientists said, ‘in service-delivery companies where 

research wings on AI and data analytics are setup, they still 

may try to follow similar kind [similar to traditional soft-

ware] of agile methodologies (especially) if the team lead-

ers are from classical software.’ Data-scientists express a 
concern that on many occasions during the project, there is 
a dominance of traditional software workflows. For exam-
ple, the breakup of tasks, customization and reuse strate-
gies prescribed by the business analyst, etc., are closer to 
the tenets of software development but are in stark contrast 
with the ideal–typical expectation of AI projects. In many 
AI projects, scrum managers are also allocated to oversee 
the weekly progress of AI projects not just during the final 
stages of productionizing but sometimes also during the time 
of building prototype solutions.

“[it was] total 8-week project [divided] into 4 sprints 

[within an] agile setup… scrum master will keep track 

of what is happening… for each sprint we will decide 

milestones, they will check if milestone is complete, 

or not. … when we were 2 weeks into, we realized 

they can’t share their data with us… they realized it’s 

not easy… [after] 4 months …team changed… scrum 

master changed… other team members here changed… 

problem is with new team we have to give them similar 

amount of time to come to pace” – Junior data scien-

tist about one of their previous projects in production-

izing stage.

According to data scientists, tracking weekly status is dif-
ficult in AI projects where there is a lot of experimentation. 
They have to do it because it is convenient for the clients 
to track progress for billing-related requirements. To make 
the most of such periodic status evaluation exercises, this 
team had to devise off-the-cuff approaches. Each week they 
incrementally showed descriptive statistics about different 
features and their correlations as extracted from a prelimi-
nary client data-corpus. Looking at these, clients provided 
inputs about features that were relevant and which were not, 
and this helped the data-scientists to conceive of appropriate 
strategies for building prototype pre-processing programs for 

1 https:// en. wikip edia. org/ wiki/ Agile_ softw are_ devel opment, last 
accessed  3rd February, 2021.
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feature extraction and relevant ML models. Another reason 
as to why clients are more in agreement with the traditional 
flows, is because they also do not wish to share their full 
volume and variety of data which is essential for experimen-
tation in AI. As we mentioned earlier, only after the entire 
AI solution gets deployed and appropriate UIs provided to 
clients, they prefer to expose their confidential data to the 
AI models.

Realizing the inefficiencies associated with the cur-
rent workflows, the data-scientists are actively working to 
streamline such workflows and make them compatible with 
the ideal-type AI/ML projects, as followed by many product-
based MNCs such as Google, IBM, Microsoft and so on. 
They are working to incorporate an open-source platform 
called ML-Flow, a recently developed software (Zaharia 
et al., 2018), and customize it for the specific kind of AI 
projects that are done here. One of the junior data-scientists 
explained about this as,

“To make AI solution delivery faster we need to inte-

grate development and deployment… This can be 

achieved by building tools [like ML Flow] that auto-

mate many intermediate tasks that hitherto were meant 

to serve as hand-shake between different stages of the 

AI/ML work. [With this] we can iterate [or interface] 

between various components of the project much 

faster, and therefore build, test and deploy simulta-

neously, instead of going step by step, that is to first 

develop solution completely and then deploy. This is a 

work in progress.” –Junior-data scientist

However, it may take time to enforce these new work-
flows as there is inertia associated with existing workflows 
given that they evolved with the decades’ long client-vendor 
interactions, which happened around the mainstream IT-
BPM projects, and are relatively settled into the operations 
of this organization.

4.3.2  Additional flexibility given to the AI research unit

Being a research team, there is a lot more flexibility for the 
employees of this unit relative to other units in terms of 
work timings and access to resources. For them, the start and 
end times in office are flexible so long as the time spent in 
office is at least 7 h. This is in contrast to other teams in this 
organization, where the timings are rigid. IT staff who help 
employees with setting up their laptops, installing software 
and so on, admin staff who help employees with setting up 
their office infrastructure, and providing other infrastructure 
for enabling team meetings and discussions; and teams in 
ODCs—all these teams are expected to work in strict time-
shifts in office as stipulated by their managers. The members 
of this unit also get access to open internet access which 
other teams do not. Additional resources such as discussion 

boards, dedicated meeting rooms, etc.., are again in contrast 
to the facilities allowed for other teams. All the members 
of this research unit are seated near to each other within 
one floor of a building. Their office space comprising cubi-
cles and the pathways between them are designed in such a 
way that individuals can freely move around and talk to one 
another irrespective of how far he/she is located from others 
within the floor. One can just get up and see if someone is 
available in their cubicle or not. Many employees chat across 
cubicles, and their conversations are heard across the hall, 
but no one is worried about the impression that they might 
create about not being busy. It seems to be a commonly 
accepted norm. Even the managers do not wish to control 
the friendly banter that employees make during their work 
hours.

More importantly, the office space facilitates informal 
collaboration between different project work roles that are 
not easy to establish formally. For instance, two data engi-
neers involved in the current project, complemented each 
other’s work while in the office. One among them was more 
interested in the business understanding of the project from 
client’s point of view, and about the theoretical underpin-
nings of their existing ML models developed for previous 
projects. He used to interact with business analyst informally 
during their short coffee breaks and inquire about it. Before 
one of the project status meetings, he also requested the lat-
ter to provide him some opportunity to be present during cli-
ent meetings. This person also consciously sought occasions 
to talk to data-scientists about the theoretical background 
of pertinent ML models that could be applicable for this 
project. He also used to involve his fellow data engineer 
in such discussions. The second data engineer was more 
interested in hands-on programming work for building pre-
processing programs. He was more concerned about getting 
an understanding of the process of cloud deployment. He 
used to take his fellow mate for discussions with software/
cloud engineers and architects to clarify queries about best 
ways to program pre-processing modules and to gain general 
understanding of how they usually integrate and deploy AI 
modules into the cloud. Since both of them mostly worked 
together, despite one person’s initiative, both the team mem-
bers used to benefit from such interactions. Office spaces 
were thus the key in facilitating such collaborations and 
work interactions.

Informal discussions between data engineers and data 
scientists were also possible in the office as they are seated 
close to each other. Given the latter’s engagement with 
building advanced AI/ML models as part of IP development 
for this team and their efforts at streamlining machine learn-
ing workflows, it was not easy to get a dedicated time slot for 
discussion with them. Their skype (formal chat platform for 
employees) status used to be one of ‘do-not-disturb’, ‘busy’ 
or, ‘in-a-meeting’ all the time. To give an instance, for the 
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very first meeting around executing the current AI project, 
the ethnographer and two data engineers met a data scientist 
during lunch and talked to him about the project. We also 
asked him for his free time when we could have a detailed 
discussion about this. Since he was busy, he called sometime 
later in the evening and explained on a whiteboard in a dis-
cussion room about how he developed ML models around 
similar use-case for a previous project. After an hour, he 
quickly realized that there is another meeting that he was 
required to attend, and left abruptly. But over the next couple 
of days, the data engineers were still able to ask him their 
doubts and get clarifications, whenever they found him free 
in office.

In summary, the overarching service-based organization 
casts a predominant influence over the operations of this 
AI research unit. It imparted client-centric values and influ-
enced project workflows, thereby shaping the task allocation 
between work roles and the nature of information exchanged 
between members. However, at the same time, the organi-
zation has provided some flexibility for this team to oper-
ate as a research wing. It provided access to resources such 
as open internet access, which allowed this team access to 
open-source tools, packages, and platforms that were critical 
to the implementation of AI projects at any stage. Greater 
flexibility in access to infrastructure, in terms of flexible 
work timings, collaboration conducive office spaces, and 
other provisions were also provided.

4.4  Mandatory WFH and its effects

Starting with a nationwide lock-down imposed due to the pan-
demic, WFH became an expectation that the Indian IT indus-
try had to deal with. The Influence of this mandatory WFH 
was also felt in this organization and its AI research unit.

“Less or no scope for informal knowledge sharing like 
in office. Every call becomes a client call where one 
reports status and other evaluates status. Persuading 
supervisors through effective communication becomes 
most important.” – Ethnographer’s reflections from 
attending project status meetings online, Field Notes.

In the context of the AI research unit, this unplanned 
shift to WFH had a unique set of repercussions. It primarily 
affected the dynamics of interaction between team members 
working on the running AI project, which was currently in 
the productionizing stage. The formal status meetings with 
project managers and the team lead happened online but 
still followed similar style of interactions. However, the data 
engineers now lost much of those informal pathways to gain 
the implicit knowledge from experienced data scientists, 
which used to be possible while in office.

Another conspicuous observation we could identify 
based on the online project status meetings was the mode 

of communication. We noticed that the two data engineers 
who used to work together while preparing their status pres-
entations in the office failed to do that when the meetings 
shifted online. Each one of them independently prepared 
detailed presentations indicating their share of work done 
in the project. Hitherto in office, especially during the sta-
tus meetings with the business analysts and managers, it 
was normal for the two data engineers to go onto the board 
intermittently while presenting their progress of work in the 
project. Sometimes when their presentations weren’t ready, 
they used to present their status on the board, extempore. 
However, with work from home, we noticed that in every 
weekly status meeting and a monthly meeting, they came 
with detailed presentations describing what they had done 
over that particular week or month and what will they do in 
the future. They are also seen to adhere more to the high-
level customization/reuse framework set by the business 
analyst and religiously attempt to align their presentations 
about tasks performed along the expectations set by such 
a framework. We also noticed that clarity of presentation 
became extremely important during these online meetings. 
For example, the two data engineers during their presenta-
tions in the office were able to complement each other while 
presenting as they worked on it or discussed it with each 
other in the office. However, during the online meeting, we 
noticed that this did not happen. Since each of them prepared 
their presentations independently and didn’t get a chance to 
informally discuss, like they would have done in the office, 
we noticed that while one of them was presenting, the other 
was silent.

“WFH demands that individuals spend a lot more time 
before having to present anything in a meeting. A lot 
more work needs to be done in preparing the presenta-
tion so that it can be shared, read out and articulated 
properly so that the others could understand. Further 
it happened that the two data engineers were asked to 
present their respective works, and it became difficult 
for them to segregate and present. While in the meet-
ing room last time they were able to take turns and 
jointly present, here it was a bit difficult for them to do 
that, so they divided the same presentation between 
the two and presented.” - Reflections from attending 
project status meetings online, Field Notes.

The overall work in the office had allowed these data 
engineers to gain knowledge from their teammates about 
other projects and also about other kinds of work beyond 
AI, such as integrating AI modules into existing software 
and their deployment in the cloud. The researcher was part 
of many such informal discussions that these data engineers 
had with their lunch mates who were also their college 
friends. Conversations between them always started with 
a common question, ‘what are you currently working on?’ 
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posed on a daily basis. Unknowingly, in these conversations, 
a good amount of talk about the organization, the projects 
they are working on, and the projects others were working on 
got passed around. However, for the data engineers, all these 
informal channels are now disrupted due to WFH.

5  Findings – Through the Work System 
Framework

Following Fig. 4 diagrammatically represents the key socio-
technical components associated with the work system – the 
AI research unit of a service-based IT organization. At the 
core of this work system are participants such as the team 
lead, business analysts, project managers, data scientists, 
data engineers, and software/cloud engineers. These par-
ticipants coordinated amongst themselves through certain 
kinds of information, like a) the illustration of AI use-cases 
associated with client projects as high-level functionality 
maps or architecture diagrams by the business analyst, b) 
presentations by the data engineers about their work in status 
meetings, c) data shared between clients and the research 
unit, d) implicit details about compatible pre-processing and 
ML model building activities shared by data-scientists, and 
so on. In addition to the office spaces, which allowed for 
dynamic and instantaneous interaction between members of 
this unit, there are technologies like programming environ-
ments or platforms (such as Jupyter notebook, Spyder, RStu-
dio environments to work on Python and R programming 
tasks), and tools which enable instant messaging and virtual 
online meetings (e.g., Skype). This work system is an emerg-
ing one and is characterized by activities or processes that 
are still under development. Although the unit has carved 
out its own AI project stages, the activities undertaken in 

each of these stages are largely ad-hoc, and there is a signifi-
cant influence of the mainstream IT-BPM project workflows 
in shaping the flow of activities – particularly during the 
POC and productionizing stages. The end products or ser-
vices delivered were in the form of AI-augmented IT-BPM 
solutions for the organization’s long-standing clients. The 
client-centric organizational values and objectives clearly 
influenced the operation of this work system, and this is 
clear from a) the nature of AI projects undertaken and b) 
the influence of client-convenient software workflows on AI 
project activities. However, the parent organization made 
efforts to ensure some sort of flexibility in operations of this 
research unit by providing them additional infrastructure for 
conducting research activities that are typically unavailable 
to other organizational units.

5.1  Coordination disruption due to unplanned WFH

Following Fig. 5 diagrammatically captures the coordina-
tion between participants of this work system in office, and 
through technologies and information under the context of 
still-emerging work processes (Within the links depicted in 
the diagram, T indicates pertinent technologies or media 
that support coordination, and I indicates the nature of infor-
mation exchanged between participants). In this emerging 
work system, the work processes or execution workflows are 
not yet compatible with the nature of work expected in AI 
projects – for example, the current process workflows, spe-
cifically during the productionizing stage, do not formally 
provide avenues for iterative experimentation between par-
ticipants handling pre-processing and model building work 
which is essential to arrive at an optimal AI solution. Pre-
sent workflows, which are closer to software project man-
agement, significantly influence the coordination between 

Fig. 4  Depiction of AI research 
unit through Work System 
Framework
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management roles, and between them and the beginner 
technical roles (e.g., between team lead, business analyst, 
and, project manager; or between them and the data engi-
neers). The available coordination enabling technologies or 
media, in the form of virtual or face-to-face (F2F) meet-
ings, only helped these participants exchange very high-
level status updates. There was a conspicuous absence of 
technical platforms that could enable collaboration, between 
data engineers and data scientists, centering around iterative 
experimentation for building use-case optimal AI solutions. 
Although there was greater emphasis on customization and 
reuse from previous projects, the unstructured work activi-
ties did not allow this unit to build internal wikis that can 
help quickly access previous work and experiment with it. 
The usual data-sharing platforms like One-Drive were used 
for sharing previous project files between participants, par-
ticularly among the technical roles – data scientists, data 
engineers, and cloud/SW engineers.

Informal channels of communication in the office had 
been critical for the data engineers as they gave them a bet-
ter context about their work. This context came from data 
scientists in the form of ideas about the best ways to perform 
pre-processing tasks keeping in mind the subsequent project 
activities, from cloud/SW engineers in the form of ideas 
about how different work components get integrated and 
deployed over the cloud, and from their co-data-engineers in 
the form of interest and capabilities that complemented each 

other’s work. These informal communications, which gave 
context awareness to data engineers, were not a one-time 
affair and were quite frequent while in office. Virtual plat-
forms were used more for pinging each other to ask about 
their availability for lunch, coffee, or a casual discussion. 
Pre-set virtual meetings for sharing such tacit knowledge 
were rare. Given the tentative nature of the process work-
flows, such context informing communication was especially 
important for the data engineers – who were the beginner 
roles handling AI projects – and formally had very few ave-
nues to understand where their work feeds into the overall 
solution.

Unfortunately, WFH norms that resulted in a distributed 
team environment impacted these informal work-flow chan-
nels. It made this knowledge exchange, which otherwise 
improved context-awareness for data engineers, especially 
difficult. Data engineers were central to the execution of AI 
projects, but a reduced scope for informal communications 
gave them little context about their work beyond the high-
level assignments stipulated by the business analyst. For par-
ticipants engaged in monitoring and overseeing roles such 
as business analyst and project manager, for data scientists 
who are engaged in purely research driven activities such 
as IP development, for cloud/SW experts where division of 
tasks are relatively clear, the impact of WFH was relatively 
less severe. Following Fig. 6 highlights the key coordina-
tion aspects that were disrupted due to the unplanned WFH, 

Fig. 5  Coordination between participants of the work system in the office
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particularly concerning the work carried out by the data 
engineers (the shaded boxes) – who were the beginner roles 
in the context of AI as an emerging technology.

These findings indicate that the usual collaboration-
related technologies that are in place within this work system 
were not sufficient to mitigate the unplanned disruption due 
to the pandemic-induced WFH. We speculate that the begin-
ner roles who are relatively isolated in terms of understand-
ing their work context, such as the data engineers, are more 
affected, primarily because of the incompatible processes or 
workflows within which they operate. Such a situation could 
arise in any remote working context dealing with emerging 
technologies where the work practices do not gel well with 
the traditional software project management workflows. The 
need is to have compatible workflows that formalize the col-
laboration between the execution level engineers, such as the 
data engineers and cloud/SW engineers, and also makes the 
output of this collaboration transparent for the data-scientists 
to check and advise. Platforms like ML flow and ModelOps 
are poised to facilitate 1) tracking the data and algorithmic 
(rule-based programs or ML-based) dependencies between 
members handling pre-processing and ML model building 
work, 2) help the teams experimenting with different data-
sets, models, software packages, and tuning parameters, to 
reproduce their results, and 3) facilitate the collaboration 
of AI teams with software teams especially during produc-
tion deployment by automatically scheduling updates to the 

pre-processing programs and ML models whenever there 
are triggers owing to data drift or for any other use-case spe-
cific reasons (Hummer et al., 2019; Zaharia et al., 2018). If 
such workflows are effectively realized, informal interactions 
between data engineers working on pre-processing compo-
nents and data-scientists with their implicit knowledge from 
advanced ML model building can easily and formally col-
laborate. The same can happen between the data engineers 
and cloud engineers or between any two data engineers. 
However, given that the AI projects are relatively new even 
for clients and when they still have data sharing concerns, 
the implementation of these AI-compatible workflows may 
take time to see the light of the day.

6  Discussion

The above findings interpreted through the work system 
framework broadly tries to address the questions we started 
with. With regard to the first question, which relates to the 
socio-technical context within which AI research units of 
service-based IT organizations operate, our findings show 
an overwhelming dominance of the client-service provider 
relationship over such emerging work systems. Our study 
shows that the organizational strategies central to sustain-
ing client-vendor relationships significantly influenced the 
activities undertaken by the AI research unit while executing 

Fig. 6  Coordination between participants of the work system during WFH
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AI projects. The nature of AI projects undertaken by this 
unit was driven primarily by the client requirements spe-
cific to the offshoring context. Most of these projects were 
around AI augmentation of the mainstream IT-BPM out-
sourcing projects, where clients see the potential of AI in 
achieving process optimization and an overall cost reduc-
tion. Participants in the AI research unit occupied traditional 
project management roles, software development roles, and 
AI-specific roles such as data engineers and data scientists. 
Although these participants coordinated through program-
ming platforms and environments, instant messaging, and 
virtual meeting tools, their informal communication chan-
nels within the office were critical to their functions, given 
the relatively under-developed and incompatible process 
workflows. In the context of this study, such informal chan-
nels were particularly important for the beginner roles in the 
AI space – the data engineers. Co-located work, therefore, 
seemed a natural option for these emerging work systems 
around AI operating within a service-based IT organiza-
tional context.

The second question concerns the nature of WFH dis-
ruption that resulted in remote/distributed team-working of 
this unit. Our findings showed that this affected the informal 
workflow channels, which were otherwise providing a rich 
context given the relative absence of any formal processes. 
This disruption was particularly critical for the beginner 
roles in the AI space – the data engineers, because the usual 
collaboration-related technologies widely used to facilitate 
communication in distributed teams were insufficient to 
address their peculiar challenges. There were no such col-
laboration tools or platforms supporting iterative experimen-
tation for building use-case optimal AI solutions. High-level 
architecture diagrams which typically facilitate a model or 
artifact centric collaboration in traditional software develop-
ment (Herbsleb, 2007; Whitehead, 2007), were less compat-
ible for AI projects, owing to a lack of clear task division 
and modularity in such projects. The available unstructured 
and informal workflow channels were important for the data 
engineers to plan and execute work on their own. Therefore, 
for these emerging work systems there is an immediate need 
to reconsider the efficacy of extant processes or workflows 
and how the work of different participants fit into them. Our 
research findings indicate the need to pay attention to the 
extant processes or workflows particularly in the context of 
emerging technology projects, where the flow of work is 
characteristically different from traditional IT-BPM projects. 
We speculate that for these newly emerging work systems 
in an offshoring context, addressing the context-awareness 
problem for different participants by building compatible 
workflows is critical.

6.1  Theoretical implications

Our study complements existing literature on distributed 
teams within the IS literature. Extant literature on this sub-
ject focuses on the coordination challenges observed in the 
distributed software development contexts and technological 
tools to mitigate coordination problems between distributed 
teams in such contexts (de Vreede et al., 2016; Herbsleb, 
2007). Much of this literature engages with the distributed 
teams in an offshoring context by paying attention to the 
challenges and solutions for ensuring effective coordination 
between client teams and the vendor teams (Zahedi et al., 
2016). Our study complements this literature by illustrating 
the coordination disruption challenges in a relatively new 
work system that is now emerging in the offshoring con-
text. These emerging work systems are working on projects 
around new technologies like AI but are not fully independ-
ent from the organizational context of the traditional ser-
vice-based IT organizations. Such work systems where the 
work and work roles are relatively new, see co-location as a 
natural option, given the absence of any standard workflows 
or ways of optimally dividing tasks between spatially dis-
tributed participants (Herbsleb & Mockus, 2003). Given the 
unique context of these work systems, our study illustrates 
their key socio-technical components and their operations 
and highlights the peculiarity of coordination disruption that 
happens when the co-located participants of these emerging 
work systems are suddenly required to work remotely. Our 
findings point to the extent of organizational influence over 
these emerging work systems, particularly how the organi-
zation’s extant workflows influence the operations of such 
work systems. It also points to the need to define compat-
ible workflows and adopt necessary platforms to address 
the context-awareness problems of different participants 
– particularly of the beginner roles in emerging technology 
space, where division of tasks is difficult relative to software 
development projects.

This study also speaks to the importance of ethnography 
as a methodology to bring out the richness of contexts in 
which the coordination between distributed teams manifest. 
It is widely accepted in the IS domain that qualitative meth-
odologies such as ethnography and case studies offer strong 
tools to bring out the contexts pertaining to coordination 
within distributed teams when compared to other positivist 
methods such as controlled experiments (Runeson & Höst, 
2009; Zahedi et al., 2016). In this regard, we felt that the 
choice of our theoretical frame, Alter’s work system theory, 
helped us to map and interpret our ethnographic observa-
tions in a structured manner around the context surrounding 
the newly emerging work systems. Through this, we believe 
that our study was partly successful in bringing out the illus-
trative benefits of adopting theoretical frames such as the 
work system theory to explain ethnographic observations. 
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Although we were unable to discuss the dynamic view of the 
work system, long-duration ethnography studies can uncover 
rich insights about how work systems evolve or stabilize. 
Despite being a relatively medium-duration ethnography, 
our findings suggested some adaptations and workarounds 
that the participants carried out while adjusting to customers' 
expectations, overarching organizational environment, and 
strategies. In this regard, we believe that the findings from 
this study could help business professionals and academi-
cians to gain insights into the future prospects of these new 
emerging technology work systems that are rapidly diffusing 
in an offshoring context.

6.2  Practical implications

The practical implications of this study relate to a) the indi-
vidual/employee level factors often leveraged by the human 
resource management practitioners, and b) the management 
of emerging technology projects within offshore-outsourcing 
contexts, which is a relatively new and evolving landscape 
within the Indian IT sector.

Findings from our study pointed to the disruption of key 
context-relevant communication channels for data engineers 
who occupied the beginner roles in the AI space, thereby 
putting them at distinct disadvantage in navigating the new 
emerging technology work. In this unit, these engineers also 
came with industrial engineering backgrounds and were 
keen to enrich their expertise around data analytics and a 
substantive understanding of clients’ business use-cases 
in AI, as they aspired to become data scientists. Despite 
the absence of AI-compatible project workflows, the co-
located work environment offered them sufficient context 
that could potentially help them realize such an aspiration. 
Nevertheless, these data engineers expressed a crucial gap in 
understanding the over-all context of their work, given their 
modularised and stylised work processes. The following 
paraphrased quote from one of the data engineers clarifies 
this gap as stemming from an absence of clarity with regard 
to the new AI roles within this industry.

“I have applied to several roles before in [the] AI/

ML [space]. JDs [Job descriptions] of their work 

roles, like the data engineers, data scientists and oth-

ers are not very clearly defined. They talk about the 

need to understand client business use-cases, their 

data, identify relevant AI use-cases, and build mod-

els. But reality is very different. Often some people 

without hands-on expertise tend to promise wonders 

to clients around AI and up their expectations. To meet 

their expectations given the limited time and resources 

[like sufficient volume and variety of data], the data 

engineers, who work hands-on, often end up building 

too many rule-based programs that cannot really be 

called machine learning. We have some expectations 

about the role when we join, but rarely they match 

[with these expectations].” – Data Engineer

Our study suggests that the lack of AI-compatible 
project workflows could be one possible reason for this 
absence of role clarity and the dissatisfaction of the data 
engineers. It is widely acknowledged that role clarity is 
an important constituent of mature process workflows that 
ensure distributed software development work (Herbsleb 
& Mockus, 2003; Ramasubbu et al., 2008; Yilmaz et al., 
2012). The disillusionment of data engineers in terms 
of mismatched expectations vs. reality can get further 
exacerbated in distributed environments unless compatible 
workflows and clarity of roles are established. Failing to do 
this can reduce the relatively new AI work within the Indian 
software services industry into a monotonous legacy software 
system maintenance work that is often seen as a major 
reason for employee attrition issues within this offshore-
outsourcing-dominated industry (Agrawal et  al., 2012). 
HR practitioners often target such attrition issues through 
individualistic employee-focused tools such as managerial 
training programs, upskilling, encouraging flexible work 
practices, facilitating on-site visits, and adopting fair pay and 
procedures. It is anticipated that these tools help employees 
cope with the job demands, tackle stressful environment, 
and navigate cultural differences, especially in globally 
distributed environments like the Indian software services 
industry (Adamovic, 2018; Agrawal et  al., 2012). Our 
study indicates that socio-technical interventions, such as 
ensuring compatible project workflows, enriching context 
awareness, and building necessary clarity for different work 
roles, could be necessary prerequisites for such employee-
focused management tools to work in the context of emerging 
technology projects like that of AI.

Findings from this study could also have practical 
implications for the client-facing project management 
roles while managing emerging technology projects in an 
offshoring context like the Indian IT industry. With the 
Indian IT industry dominated by IT-BPM service-based 
companies, it is very likely that the work systems around 
emerging technologies such as AI may be similar to the one 
we described in this study. The strength of the relationship 
between client and service provider is the key to competitive 
advantage in this industry, and their substantive revenue is 
generated from client-centric IT-BPM projects (NASSCOM, 
2017; Rajkumar & Mani, 2001). Although the pandemic-
induced WFH initially saw these companies struggle to 
facilitate their employees working from home, more and 
more companies are now adjusting to WFH as the new norm 
for this industry (Kajarekar, 2020). Owing to the pandemic, 
clients across verticals are realizing the importance of 
emerging technologies such as Cloud and AI to transform 
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their business processes. This change is driving several 
established IT companies to recruit skilled workforce in these 
technologies and ramp up the operations of their emerging 
research units (Baruah, 2020; Tavaga, 2020). Given the 
changing conditions witnessed after the pandemic in the 
context of offshoring, experts go to the extent of quoting that 
the next few years could be another Y2K (an earlier event that 
put Indian IT on the global pedestal) moment for the Indian 
IT industry (Roy, 2020). Despite this turnaround for the 
Indian IT sector, our study points to substantive unresolved 
challenges that the Indian IT industry cannot ignore, 
particularly in managing the emerging technology projects 
in an offshoring context. Development and standardization 
of emerging technology compatible workflows is particularly 
important as the members of such labs now increasingly 
have to transition from co-located work to WFH, and our 
study shows the importance of building such workflows 
for mitigating coordination disruption problems. Urgent 
efforts are also expected from the client-facing project 
management roles within these emerging work systems to 
engage their long-standing clients while defining, adapting, 
and standardizing such workflows.

6.3  Limitations and future directions

The scope of this study was to understand, a) the kind of 
work systems that are diffusing within the Indian IT indus-
try, in the context of emerging technologies like AI, and 
b) the challenges to this work system operating as a dis-
tributed team work system owing to a sudden unplanned 
WFH caused by the pandemic. This high-level scope lim-
ited us in going into the finer details about how different 
participants used available technological platforms while 
working on AI-related pre-processing, model building, and 
deployment-related activities. Delving into the finer details 
could have allowed us to talk about the exact affordances 
offered by different technological platforms to different 
participants as they went about conducting project-related 
activities. Paying attention to these finer details could have 
revealed concrete findings about the possible technologi-
cal interventions or workflow improvements that could be 
taken up to mitigate the coordination disruptions resulting 
from WFH in the context of distributed or remote teams in 
this context. Given the scope of our study, it was not possi-
ble for us to go into these finer details. Another limitation 
of our study is that it is specific to the Indian context, and 
generalizing our findings about work system character-
istics, their operations, and pandemic effects etc.., may 
not be generalizable to other offshoring contexts outside 
India. The difference in the policies may also shape the 
prospects of such emerging work systems differently in 

different countries. And, this is one aspect that can be 
undertaken in future research.

7  Conclusion

This study explores the operations of an AI research unit 
of an Indian service-based IT organization and illustrates 
the challenges it faced owing to the recent pandemic, 
which required participants of this unit to shift from co-
located work in the office to working as remote teams. 
In this regard, we discuss our ethnographic observations 
to bring out the socio-technical aspects of such emerging 
AI research units and describe how the pandemic-induced 
WFH has altered the nature of coordination between par-
ticipants. We bring out the study’s key findings by inter-
preting our ethnographic observations through the lens of 
work system framework – a key aspect of work system 
theory (Alter, 2013). Our findings broadly indicate the 
need for streamlining workflows in these emerging work 
systems, engaging with new technologies like AI that are 
rapidly diffusing across the IT industry, particularly in off-
shoring contexts like India. We highlight the importance 
of such workflows in solving the coordination disruption 
problems in distributed team environments, and also talk 
about their importance in the context of beginner-roles 
working in the AI space. Our study complements extant 
literature on distributed teams within the IS literature by 
discussing challenges of distributed teams in a relatively 
novel setting, that of AI research units newly emerging in 
the offshore outsourcing contexts like the Indian IT sector. 
The practical implications of our study relate to the man-
agement of emerging technology projects (like AI) and to 
the employee-focused human resource practices tackling 
the issues of individual workers in such contexts.
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