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Abstract

In this paper, we present an output feedback based design of event-triggered sliding mode control for delta operator systems. For discrete-
time systems, multi-rate output sampling based state estimation technique is very useful if the output information is available. But at high
sampling rates, the discrete-time representation of the system using shift operator becomes numerically ill-conditioned and as a result,
the observability matrix becomes singular as the sampling period tends to zero. Here, a new formulation of multi-rate state estimation
(MRSE) for a small sampling period is presented. We first propose a new observability matrix and then discuss its relationship with the
observability matrix defined in the conventional sense. For the delta operator system with matched uncertainty, we have presented the
design of MRSE based sliding mode control (SMC). Additionally, to make the control efficient in terms of resource utilization, MRSE
based event-triggered SMC is proposed. The absence of Zeno phenomenon is guaranteed as the control input is inherently discrete in
nature. Finally, the effectiveness of the proposed method is illustrated through numerical simulations, considering a ball and beam system
and a general linear system as a numerical example.
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1 Introduction

The use of digital computers for the implementation of con-
trollers has widely increased in recent times. This is due to
the availability of sophisticated and reliable digital comput-
ing platforms. For this purpose, the systems are generally
analyzed in the discrete-time domain and conventional rep-
resentation of the discrete-time system is done using a for-
ward shift operator. To avoid any loss of information, typ-
ically a very high sampling frequency is used. But as the
sampling frequency is increased, the system becomes nu-
merically ill-conditioned because the input matrix of such a
system tends to zero. To address this problem, Goodwin &
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Middleton [1] have defined the delta operator as

δx (t) =

{ dx(t)

dt
τ = 0

x(t+τ)−x(t)

τ
τ , 0

.

The delta operator acts as a bridge between the continu-
ous time and the discrete-time representations of the system
and thus allows taking advantage of both the representations
simultaneously [2,3,4]. Typically, there are uncertainties in
modeling the system and often external disturbances are also
active during the system operation. To deal with such sit-
uations robust controllers are designed, for example, high
gain control, H∞ control and SMC. In particular, SMC has
received much attention because of its capability to reject
matched disturbances [5,6]. As the discrete-time representa-
tion of systems is extensively used in various applications,
the design of discrete-time sliding mode (DTSM) control
for such systems has become necessary [7,8]. As a conse-
quence, many researchers have proposed different reaching
laws [9,10]. Over the last two decades, the modeling of dif-
ferent systems and the design of H∞ control using the delta
operator has increased widely [11,12] but the dedicated de-
sign of control for the delta operator system has been dealt
only in a few papers [13]. Some work on the SMC design
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for the delta operator system is presented in [14].

However, generally, only the output measurements of a
system are available, and full state information is needed to
design state feedback control. Then the unmeasured states
of the system are often estimated using observers. One such
discrete estimating technique is multi-rate output feedback
(MROF). For the last several decades, MROF technique has
been extensively studied in the literature due to its ability to
realize any full state feedback control by partial measure-
ments without relying on the state estimation dynamics [15].
MROF can be thought of as a static state estimation tech-
nique utilizing the fast sub-samples [16]. In this paper, we
call MROF based state estimation technique as MRSE. In
spite of the notable advantages of MRSE, it can suffer from
noise sensitivity and numerical inaccuracy for the very fast
sampling. In [17], the multi-rate output sampling framework
has been adopted for realizing the full state vector and ap-
plied to DTSM control.

On the other hand, in practice, control is implemented
periodically which results in a large number of control up-
dating instants for very high sampling frequency. Therefore,
to make judicious use of available resources, it is advan-
tageous to apply control only when it is needed and for
this, Tabuada has developed a new aperiodic implementation
technique known as event-triggering [18,19]. In this strat-
egy, control is updated when a certain rule is violated. The
initial works on event-triggering have dealt with the sys-
tem without uncertainties and only a few papers have dealt
with uncertain systems [20,21,22]. Recently, SMC has been
incorporated with this approach because of its robustness
property [23,24,25,26]. The event-triggered SMC for linear
systems was presented in [27]. Later, it was also extended
to discrete-time systems [28]. As discussed above, discrete-
time systems become numerically ill-conditioned for high
sampling frequency. To overcome this limitation and get the
advantage of event-triggering, event-triggered control was
first designed for the delta operator system in [29]. More-
over, in practical systems like mechanical systems and elec-
trical systems, the sensor has a higher sampling frequency
than the actuator and mostly only the output measurements
are available. So the use of MRSE for such system is also
desirable.

The main contributions of the paper can be framed as fol-
lows: We are using past output samples to estimate the un-
measured states of the system. The numerical inaccuracy is
the main focus of this paper which has not been addressed
well in literature. In particular, when MRSE is realized for
the closed-loop system, the reconstruction of the full state
may not be feasible in practice due to the numerical inac-
curacy. Therefore, in this paper, a new observability matrix
for MRSE technique is proposed. This can be related to
the observability matrix of the delta operator system. The
newly proposed observability matrix approaches its contin-
uous time counterpart as the sampling period tends to zero
and it leads to a new formulation of MRSE technique to
improve the numerical accuracy. In the case of the small

sampling period, the control needs to be applied very fre-
quently which increases the control computational burden.
Along with this, the communication between the sensor and
the controller also increases. Therefore, to reduce this, it
is appealing to study event-triggered control for the delta
operator systems. Moreover, to deal with uncertainties in
systems, SMC is incorporated in the control design and an
output feedback based event-triggered SMC is proposed for
delta operator systems. As a consequence, the boundedness
of the system trajectories with a reduced number of control
updating instants is shown even in the presence of matched
uncertainties.

This paper is organized as follows: Section 2 discusses
the preliminaries required to develop the theoretical results
of the paper. Section 3 & 4 establishes the main results
and Section 5 presents the simulation results. Lastly, the
concluding remarks are given in Section 6.

Notation: We denote by R and Rn the set of real numbers
and the set of n-dimensional real vectors respectively. Z de-
notes the set of integers and Z≥0 denotes the set of non-
negative integers. The notation ‖ · ‖ denotes the Euclidean
norm of a vector and |·| denotes the absolute value of a scalar.
inf (·) denotes the infimum of the argument. sgn (·) denotes
the signum operator. blockdiag{a, b, · · · , c} represents the di-
agonal matrix. λmin (·) (λmax (·)) is the minimum(maximum)
eigenvalue of the argument matrix.

2 Preliminaries

This section presents a brief introduction to the delta oper-
ator systems followed by the design of SMC for the same.
It also discusses MRSE for the discrete-time system.

2.1 Delta operator systems

Consider the following LTI continuous-time system

ξ̇ (t) = Aξ (t) + B (u (t) + d (t)) ,

y (t) = Cξ (t) ,
(1)

where ξ ∈ Rn represents the state vector, y ∈ Rp is the
output of the system and u ∈ R represents the control input
to the system. d ∈ R is the external disturbance acting on the
system and the initial condition of the states is denoted as
ξ(0) = ξ0. All the matrices of the system are of appropriate
dimensions.

We have made the following assumptions about the sys-
tem and they are assumed to hold throughout the paper.

Assumption 1 The disturbance d is assumed to be bounded
i.e., |d(t)| < d0 for all t ≥ 0.

Assumption 2 The pair (A, B) is controllable and the pair
(A,C) is observable.

Assumption 3 The disturbance is slowly varying with time
t and is constant in small sampling intervals.

2



Remark 1 Note that, independent of the above assumption
if the discretized system has the relative degree 1 and it is
minimum phase, an equivalent matched and bounded dis-
turbance can be obtained by the method presented in [30].
Therefore, if the disturbance for the delta operator sys-
tem is found by the same method, the rest of the deriva-
tion and results of this paper will remain unchanged. More-
over, the discrete-time system has a relative degree 1 for al-
most all sampling times no matter what relative degree the
continuous-time system has [30].

Remark 2 Though we have used Assumption 3 for the pro-
posed method, we will demonstrate in Example 1 that the
proposed strategy is still effective for slowly varying distur-
bances that do not satisfy Assumption 3.

The discrete-time representation of the system (1) using
the forward shift operator q, which is defined as qξ (k) ,
ξ (k + 1), at the sampling period τ is given by

qξ (k) = Aτξ (k) + Bτ (u (k) + d (k)) ,

y (k) = Cξ (k) .
(2)

Here we have utilized the fact that using Assumption 3,
d(t) = d(k) for all kτ ≤ t < (k + 1)τ where k ∈ Z≥0. The
system matrix and the control matrix are

Aτ = exp (Aτ) , and Bτ =

τ
∫

0

exp (As) dsB, (3)

respectively. By the abuse of notation, we denote ξ(k) ≔
ξ(kτ) for a given sampling period τ > 0. It is evident from
(3) that the discrete-time representation of the system using
the shift operator becomes numerically ill-conditioned when
τ→ 0 i.e., limτ→0 Aτ = I and limτ→0 Bτ = 0.

To circumvent the above problem, the system (1) is rep-
resented using the delta operator, sampled at τ interval as
follows:

δξ (k) = Aδτξ (k) + Bδτ (u (k) + d (k)) ,

y (k) = Cδτξ (k) ,
(4)

where

Aδτ =
Aτ − I

τ
=

(

I +
Aτ

2!
+

A2τ2

3!
+ · · ·

)

A,

Bδτ =
Bτ

τ
=

(

I +
Aτ

2!
+

A2τ2

3!
+ · · ·

)

B, and Cδτ = C

(5)

for τ , 0. It can be seen from (5) that limτ→0 Aδτ = A and
limτ→0 Bδτ = B. This implies that the discrete-time repre-
sentation of the system using the delta operator mimics the
continuous time system when the sampling period tends to
zero. Without loss of generality, we call the discrete-time
representation of the system using shift operator and delta
operator as the discrete-time system and the delta operator
system respectively.

The main interest of the paper is stabilization of the delta
operator system. However, by selecting an appropriate sam-
pling period τ, we can say that control designed using the

delta operator system would also stabilize the continuous-
time system. The schematic for the same is given in Fig.
1. The delta operator system lies inside the MRSE block
and the controller block computes the event-triggered con-
trol law proposed later in this paper.

Plant

Event
Generator

Controller

Continuous-Time SamplerZOH

Multi-Rate
State Estimator

y(t)u(t)

u(ki)

ξ̄(ki) ξ̄(k)

y(k)

y(t): continuous-time output signal, y(k): discrete-time output
signal, ξ̄(k): estimated state signal of delta operator system, ξ̄(ki):
estimated state signal of delta operator system at triggering in-
stant ki, u(ki): event-triggered control signal computed at trigger-
ing instant ki, u(ki−1): event-triggered control signal computed at
triggering instant ki−1, u(t): continuous-time control signal which
is equals to u(ki) for all t 2 [ki ki+1)

∆

Delay
u(ki−1)

Fig. 1. System architecture

Remark 3 The delta operator system is said to be stable if
all the eigenvalues of the system matrix lie in the circle of
radius 1/τ centered at (−1/τ, 0) in the complex plane.

Lemma 1 [4] Given two time functions, the delta operator
has the following property for a given sampling period τ

δ (x (t) y (t)) = δ (x (t)) y (t) + x (t) δ (y (t)) + τδ (x (t)) δ (y (t)) .

2.2 Design of SMC for delta operator system

The design of SMC involves two steps. The first step is the
design of a sliding variable and the second step is to design
a stabilizing controller. It is to be noted that in SMC design,
the system is transformed into regular form. For this, the
input matrix Bδτ can be partitioned as Bδτ = [B⊤

δτ1
B⊤
δτ2

]⊤,
where Bδτ2 is invertible. Thus for the system like (4), there
exists a nonsingular transformation matrix T ∈ Rn×n

=
















I(n−1)×(n−1) −Bδτ1B−1
δτ2

01×(n−1) I1×1

















such that x(k) = Tξ(k) and the sys-

tem in regular form is represented as

δx(k) = Āx(k) + B̄ (u(k) + d(k)) ,

y(k) = C̄x(k),
(6)

where Ā = T AδτT
−1, B̄ = T Bδτ and C̄ = CδτT

−1. Let the
sliding variable is defined as

s(k) = c⊤x (k) , (7)

where c = [c⊤
1

1]⊤ ∈ Rn, is the design parameter called the
sliding surface parameter. Define sliding manifold as

S ,
{

x ∈ Rn : s = c⊤x = 0
}

.
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In DTSM, control is applied to the system periodically at
sampling intervals and due to this discrete nature of the
control implementation, the sliding variable does not go to
zero. Therefore, the trajectories of the system do not slide
on the sliding manifold, and rather get attracted to the band
around the sliding manifold. This band is defined as the
Quasi-sliding mode band (QSMB) in literature [8].

Definition 1 [14] (Quasi-Sliding Mode) The system (6) is
said to be in quasi-sliding mode if there exists a k̄ ≥ 0 such
that

|s(k)| ≤ Ω, ∀ k ≥ k̄ (8)

for some constant Ω > 0. In this case, Ω is called a quasi-
sliding mode band (QSMB).

It is well known in DTSM literature that a reaching law
is needed to design SMC. Here we use the constant rate
reaching law given for the delta operator system in [29] as

δs(k) = −ǫ sgn s(k) + d̃(k), (9)

where ǫ is the switching gain and d̃(k) = c⊤B̄d(k) with
supk∈Z≥0

|d̃(k)| ≤ dm. Using the above reaching law, we can
obtain a control input as

u(k) = −(c⊤B̄)−1
(

c⊤Āx(k) + ǫ sgn s(k)
)

, (10)

where ǫ > dm. This control law ensures that the sliding mode
exists in the system (6) and the state trajectory is bounded
in a band around the sliding manifold. Readers are referred
to [29] to see the proof of the above result.

Remark 4 The constant rate reaching law (9) for the delta
operator system is motivated from the reaching law approach
used to design SMC in the literature and it has a fair agree-
ment with its discrete and continuous counterparts. The term
d̃(k) has been added to deal with the disturbance in the sys-
tem and it is a standard approach in the SMC literature [31].

2.3 MRSE for discrete-time system

The concept of MROF is to sample the input and the output
of the system at different sampling rates. In MRSE technique
(i.e., fast output sampling, which is one type of MROF tech-
nique), the output of the system is sampled at a faster rate
than the input. In one input sampling period τ, the output is
sampled N times at sampling period ∆ and these output sam-
ples are used to estimate the states at τ instants. This results
in representing the state of the system in terms of the past
control input and multi-rate sampled output of the system.
For this, the system (1) is discretized at the sampling period
∆ = τ/N, where N is the integer greater than or equal to the
rank of the observability matrix of the ∆ sampled system,
and it is represented as

ξ( j + 1) = A∆ξ( j) + B∆ (u( j) + d( j)) ,

y( j) = C∆ξ( j),

where A∆ = exp(A∆), B∆ =
∆
∫

0

exp(As) dsB. With a little

abuse of notation, we denote ξ( j) ≔ ξ( j∆) for a given ∆ > 0.
Since ∆ = τ/N, if j becomes a k multiple of N (i.e., j = kN),
then we have x( j) = x(kN∆) = x(kτ) = x(k), which is
consistent. Moreover, using Assumption 3, we can say that
d( j) = d(k) for all j such that kτ ≤ j∆ < (k + 1)τ. The fast
output sampling results in following equations

ξ(k + 1) = Aτξ(k) + Bτ (u(k) + d(k)) ,

yk+1 = Cd
oξ(k) + Dd

o (u(k) + d(k)) , (11)

where

Cd
o =

















































C

CA∆

...

CAN−1
∆

















































, Dd
o =

















































0

CB∆

...

C
∑N−2

i=0 Ai
∆

B∆

















































, yk :=

















































y ((k − 1)τ)

y ((k − 1)τ + ∆)

...

y(kτ − ∆)

















































,

Aτ = AN
∆
, and Bτ =

N−1
∑

i=0

Ai
∆

B∆.

Here yk represents the stack of past multi-rate output samples
and Cd

o is the observability matrix of the ∆ sampled discrete-
time system. The algebraic relation among the state, past
output vector, past control input, and the disturbance signal
is given by

ξ(k) = Ld
y yk + Ld

u (u(k − 1) + d(k − 1)) , (12)

where

Ld
y = Aτ

(

Cd⊤

o Cd
o

)−1
Cd⊤

o , Ld
u = Bτ − Ld

y Dd
o.

The relation obtained in (12) has the disturbance term d(k−1)
and the exact information of disturbance is unknown. So it is
not possible to design the control using this estimated state.
Thus we represent the state estimate as

ξ̄(k) = Ld
y yk + Ld

uu(k − 1). (13)

The above state estimation technique may not work prop-
erly with a very small sampling period in the numerically

ill-conditioned case of the matrix (Cd⊤
o Cd

o)−1, which would
limit the application of MRSE based approach. Therefore,
in the next section, a new observability matrix for MRSE is
designed to solve the above problem.

3 MRSE based SMC for delta operator system

This section presents one of the main results of the paper.
It includes the proposal of a new observability matrix and
an MRSE technique for the delta operator system. This is
followed by the design of SMC based on the proposed MRSE
technique.
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3.1 MRSE for delta operator system

The formulation of the MRSE technique for the delta opera-
tor system requires the system to be sampled at two different
sampling rates. For the system (1), the τ sampled delta oper-
ator system is given in (4) and the ∆ sampled delta operator
system would be

δξ( j) = Aδ∆ξ( j) + Bδ∆ (u( j) + d( j)) ,

y( j) = Cδ∆ξ( j),

where Aδ∆ = (A∆ − I)/∆, Bδ∆ = B∆/∆ and Cδ∆ = C. To
tackle the numerical singularity problem of discrete-time
observability matrix Cd

o , define a new observability matrix
as

Cδo =

















































C

CAδ∆
...

CAN−1
δ∆

















































. (14)

As ∆ tends to 0, the matrix Cδo converges to continuous-time
observability matrix Co i.e.,

lim
∆→0

Cδo = Co =

















































C

CA

...

CAN−1

















































. (15)

The explicit relation between Cd
o and Cδo is given in the

following theorem.

Theorem 1 Given the matrices Cd
o and Cδo, it holds that, for

any ∆ > 0,

Cδo = EpQpCd
o (16)

where Ep = blockdiag
{

Ip,
Ip

∆
, · · · , Ip

∆N−1

}

with the p× p iden-

tity matrix Ip, and

Qp =















































































Ip

−Ip Ip

Ip −2Ip Ip

−Ip 3Ip −3Ip Ip

.

..
.
..

.

..
.
..
. . .

rN,1Ip rN,2Ip · · · · · Ip















































































in which, the coefficient ri, j in the lower (off-) diagonal po-
sition is given by, for 1 ≤ l ≤ N and 1 ≤ k ≤ l,

rl,k =
1

(k − 1)!

dk−1

dsk−1
fl−1(s)

∣

∣

∣

∣

s=0
,

where fl−1(s) = (s − 1)l−1 and the upper diagonal terms are
all zeros.

PROOF. We can prove this theorem by using the fact that

In = In

A∆ − In = −In + A∆

(A∆ − In)2
= In − 2A∆ + A2

∆

(A∆ − In)3
= −In + 3A∆ − 3A2

∆
+ A3

∆

... =
...

. (17)

Now using Qp, Ep and (17) in relation (16), the right-hand

side of (16) results in (14). It is noted that, the matrix Cδo
becomes almost invariant to sufficiently small ∆ because of

(14). Observing that rank
(

Cδo

)

=rank
(

Cd
o

)

since Ep and Qp

are invertible, the discrete-time observability check can be
robustly performed with Cδo instead of Cd

o , in particular, when
the sampling period is small. �

Remark 5 In a similar context, the conventional discrete-
time controllability matrix

Cd
r =

[

B∆ A∆B∆ · · · AN−1
∆

B∆
]

would be numerically rank-deficient as ∆→ 0. Suppose that
the controllability matrix Cδr is defined by replacing (A∆, B∆)
with (Aδ∆, Bδ∆) in Cd

r . Then, by utilizing the relationship in
(16), it can be shown that

1

∆
Cd

r .Q
T
m.E

T
m = Cδr ,

which leads to rank
(

Cd
r

)

= rank
(

Cδr
)

. Considering that

Cδr approaches the continuous-time controllability matrix as
∆→ 0, Cd

r is a more robust index for the rank test.

Now, we propose an improved scheme for MRSE by making
use of the key relationship in (16). Multiplying relation (11)
by the matrix, EpQp, we get

EpQpyk+1 = EpQpCd
oξ(k) + EpQpDd

o (u(k) + d(k)) ,

= Cδoξ(k) + Dδo (u(k) + d(k)) ,

where

Dδo := EpQpDd
o =

















































0

CBδ∆
...

C (Aδ∆)N−2 Bδ∆

















































.

Thus we have the estimated state of the delta operator system
using MRSE as

ξ(k) = Lδyyk + Lδu (u(k − 1) + d(k − 1)) , (18)

where

Lδy = Aτ
(

Cδ
T

o Cδo

)−1
Cδ

T

o EpQp,

Lδu = Bτ − Aτ
(

Cδ
T

o Cδo

)−1
Cδ

T

o Dδo.

5



Comparing with the expression in (12), one may observe
that the numerical singularity in the matrix inversion can
be avoided by using Cδo for fast sampling cases, unless the
continuous-time observability matrix is ill-conditioned. The
estimated state in relation (18) needs information of distur-
bance so we define a new relationship after discarding un-
certainty as

ξ̄(k) = Lδyyk + Lδuu(k − 1). (19)

The design of control (10) needs estimated states, so define

x̄(k) := T ξ̄(k) = T Lδyyk + T Lδuu(k − 1). (20)

As a result, we obtain the relation x(k) = x̄(k)+T Lδud(k−1).
The relation (20) is independent of disturbance, and it is
used further to design the event-triggered control law. But as
the state is approximated to discard the effect of disturbance
and not exactly known, so there is also an uncertainty in the
measurement of the sliding variable. Therefore, we define

s(k) := s̄(k) + l(k − 1), (21)

where s̄(k) = c⊤ x̄(k) = c⊤T Lδyyk + c⊤T Lδuu(k − 1) is slid-
ing variable designed using estimated state x̄(k) and l(k) =
c⊤T Lδud(k) with supk∈Z≥0

|l(k)| ≤ lm. Now to design the control
law, only the sign of s(k) is needed and it can be noted from
(21) that sgn s(k) = sgn s̄(k) if |s(k)| > lm. Hence the sign of
s(k) is correctly obtained when |s(k)| > lm, so sgn s(k) is re-
placed with sgn s̄(k) in control input. For the case |s(k)| < lm,
the sign of s(k) cannot be determined accurately, so its effect
is taken care in the stability analysis. The design of SMC
using the estimated state is given in following.

3.2 Design of SMC using MRSE technique

To design SMC using the estimated state we modify the
reaching law by replacing s(k) with s̄(k) in the signum func-
tion as

δs(k) = −ǫ sgn s̄(k) + d̃(k) + f (k − 1), (22)

where f (k) = c⊤ĀT Lδud(k) with supk∈Z≥0
| f (k)| ≤ fm. Ap-

plying the delta operator on sliding variable gives δs(k) =
(s(k + 1) − s(k)) /τ and using equations (6) and (7) in this
relation yields

δs(k) = c⊤Āx(k) + c⊤B̄u(k) + c⊤B̄d(k). (23)

Using x(k) = x̄(k) + T Lδud(k − 1), and the reaching law (22)
we obtain the control law as

u(k) = −(c⊤B̄)−1(c⊤Āx̄(k) + ǫ sgn s̄(k)) (24)

which ensures that the sliding mode exists in the system. We
prove the same in the theorem below.

Theorem 2 Consider the system (6), sliding variable (7)
and reaching law (22). Let the control input (24) be applied
to the system. Then the quasi-sliding mode occurs in the
system if the switching gain is selected as ǫ > dm + fm.

The proof of above theorem is given in Appendix A. The
system (6) can be rewritten in the regular form as

δx1(k) = Ā11x1(k) + Ā12x2(k), (25a)

δx2(k) = Ā21x1(k) + Ā22x2(k) + B̄2 (u(k) + d(k)) . (25b)

From (7), we can write x2(k) = −c⊤
1

x1(k)+ s(k). Substituting
this into (25a) results in

δx1(k) = (Ā11 − Ā12c⊤1 )x1(k) + Ā12s(k).

Choosing c1 such that the eigenvalues of the matrix Acl =

Ā11 − Ā12c⊤
1

are placed in the circle of radius 1/τ centered
at (−1/τ, 0) in the complex plane guarantees boundedness
of x1(k). The calculation of the bound of state trajectories is
given in the following proposition.

Proposition 1 Consider the system (6) and QSMB (A.3).
The system trajectories remain bounded in the region given
by

Θ1 =

{

x ∈ Rn : ‖x‖ ≤ (1 + ‖c1‖)

×
(

λmax(P)(
√

c2 + b2)2
+ τa2c2

λmin(P)

)1/2

+ Ω

}

(26)

where γ1 =

∥

∥

∥PĀ12 + τA
⊤
cl

PĀ12

∥

∥

∥Ω, γ2 = τλmax(P)
∥

∥

∥Ā12

∥

∥

∥

2
Ω

2,

a2 = λmin(Q), b2 = γ1/a2, c2 = γ2/a2 + b2
2
, P and Q are

positive definite and satisfy A⊤
cl

P + PAcl + τA
⊤
cl

PAcl = −Q.

PROOF. Considering the Lyapunov function V1(x1(k)) =
x⊤

1
(k)Px1(k), and using Lemma 1 we obtain

δV1(x1(k)) = δx⊤1 (k)Px1(k) + x⊤1 (k)Pδx1(k) + τδx⊤1 (k)Pδx1(k)

= x⊤1 (k)
(

A⊤clP + PAcl + τA
⊤
clPAcl

)

x1(k)

+ 2x⊤1 (k)
(

PĀ12 + τA
⊤
clPĀ12

)

s(k) + τs2(k)Ā⊤12PĀ12.

After reaching QSMB, we have |s(k)| < Ω, using this in the
above equation gives

δV1(x1(k)) ≤ − λmin(Q) ‖x1(k)‖2 + τλmax(P)
∥

∥

∥Ā12

∥

∥

∥

2
Ω

2

+ 2Ω
∥

∥

∥PĀ12 + τA
⊤
clPĀ12

∥

∥

∥ ‖x1(k)‖

= − a2















(

‖x1(k)‖ − γ1

λmin(Q)

)2

−
γ2

1
+ λmin(Q)γ2

λ2
min

(Q)















= − a2

(

(‖x1(k)‖ − b2)2 − c2

)

.

From the last inequality, it can be seen that whenever
‖x1(k)‖ > √c2 + b2, δV1(k) < 0. So the maximum deviation
in state variable in one time step is calculated using last

inequality as
((

λmax(P)(
√

c2 + b2)2
+ τa2c2

)

/ (λmin(P))
)1/2

.

Hence x1(k) becomes bounded in the region
{

x1 ∈ Rn−1 : ‖x1‖ ≤
(

λmax(P)(
√

c2+b2)2
+τa2c2

λmin(P)

)1/2
}

for all k > k̄.

It further results in

‖x(k)‖ ≤ ‖x1(k)‖ + |x2(k)| ≤ (1 + ‖c1‖) ‖x1(k)‖ + Ω.
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The last relation is obtained using (7) and (8). Therefore,
the set Θ1 in which system trajectories remain bounded is
given by (26). This completes the proof. �

Since the control is designed using states estimated through
MRSE technique, the calculation of control input at the ini-
tial time t = 0 needs x̄(0) and this estimation requires out-
put information prior to time t = 0. But the system starts to
evolve only after t = 0. Hence the calculation of initial con-
trol is not possible. Therefore, there is an error in the control
signal at t = 0. We can represent the control signal (24) as

u(k) = Fx̄(k) + g1(k), (27)

where F = −(c⊤B̄)−1c⊤Ā and g1(k) = −(c⊤B̄)−1ǫ sgn s̄(k).
Now assuming some x̂(0), the control signal at the initial
time is calculated as u(0) = Fx̂(0) + g1(0) which is not the
actual control. So we define the error in the control signal as

eu(k) = u(k) − Fx̄(k) − g1(k). (28)

The stability of the error dynamics resulting from (28) is
discussed in [32]. But the control law proposed in this paper
differs from the one in [32]. Thus to prove the stability of the
error dynamics, we adopt a similar approach to [32] which
is given by the following lemma. Note that eu(0) , 0 but
eu(k) = 0 for all k ∈ {Z≥0 \ 0} and same is shown below.

Lemma 2 Consider the system (6), control input (24) and
estimated state (20). Given any initial condition x̄(0), the
error introduced in the control signal at the initial time be-
comes zero after one-time step.

The proof of this Lemma is given in Appendix B.

4 Event-triggered SMC based on new MRSE technique

In this section, to achieve minimum resource utilization with
robustness, MRSE based event-triggered SMC is presented
for the delta operator system. Later a triggering rule is also
provided for generating the triggering instants.

4.1 Design of MRSE based event-triggered SMC

Here to obtain the minimum number of control updates
along with the advantage of MRSE technique, the design of
event-triggered SMC for delta operator system using pro-
posed MRSE technique is proposed. Ideally in a continuous-
time system, the state slides on the sliding manifold, hence
the band size is zero. But the application of control in an
event-triggering manner yields the practical sliding mode.
This differs from the discrete-time system case, where an
inherent band called QSMB already exists because of the
discrete nature of the controller. However, application of
event-triggered strategy to the discrete representation of the
system results in the practical quasi-sliding mode.

Definition 2 [28] (Practical Quasi-Sliding Mode) The sys-
tem (6) is said to be in practical quasi-sliding mode if given

some Ω1 > 0, there exists a k̂ ≥ 0, such that

|s(k)| ≤ Ω1 ∀ k ≥ k̂. (29)

The constant Ω1 is called a practical QSMB in the vicinity
of the sliding manifold.

Remark 6 The size of QSMB depends on sampling period
whereas the size of practical QSMB depends on both the
triggering parameter and sampling period. So for a fixed
sampling period the size of practical QSMB can be varied
using the triggering parameter. The size of practical QSMB
is greater than or equals to the size of QSMB and this is
proved later in the paper.

Let there exists a sequence of triggering instants which is de-
noted by {ki}i∈Z≥0

, where {k0, k1, k2, . . . } are aperiodic. If the
control (24) is updated at every {ki}i∈Z≥0

, an error is induced
in the system which is defined as ē(k) = x̄(ki) − x̄(k), for all
k ∈ [ki, ki+1). The event-triggered SMC law is proposed as

u(k) = −(c⊤B̄)−1
(

c⊤Āx̄(ki) + ǫ sgn s̄(ki)
)

(30)

for all k ∈ [ki, ki+1). It is to be noted that the next control
updating instant ki+1 is not necessarily equal to k + 1. The
state x̄(ki) used in (30) is estimated using relation (20) after
replacing u(k − 1) by input computed at previous triggering
instant ki−1 i.e., u(ki−1). Thus the communication is not peri-
odic. The existence of the sliding mode in the system under
the application of event-triggered control is presented in the
following theorem.

Theorem 3 Consider the system (6), sliding variable (7)
and reaching law (22). Assume, for a given α > 0,

‖c‖ ‖Ā‖‖ē(k)‖ < α (31)

holds for all k ∈ Z≥0 then, there exists a sequence of trigger-
ing instants {ki}i∈Z≥0

for control input (30) such that practi-
cal quasi-sliding mode occurs in the closed-loop system if
the switching gain satisfies ǫ > dm + fm + α.

The proof of above theorem is given in Appendix C. Further,
the boundedness of state trajectories under the application of
event-triggered SMC is proved in the following proposition.

Proposition 2 Consider the system (6) and practical QSMB
(C.2). The system trajectories remain bounded in the region
given by

Θ2 =

{

x ∈ Rn : ‖x‖ ≤ (1 + ‖c1‖)

×
(

λmax(P)(
√

c4 + b4)2
+ τa2c4

λmin(P)

)1/2

+ Ω1

}

(32)

where β1 = ‖PĀ12 + τA
⊤
cl

PĀ12‖Ω1, β2 = τλmax(P)‖Ā12‖2Ω2
1
,

b4 = β1/a2, and c4 = β2/a2 + β
2
1
/a2

2
.

PROOF. The proof is similar to the proof of Proposition 1.
�
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4.2 Event-triggering rule

The stability of the system (6) under the application of the
event-triggered SMC (30) is achieved if the condition (31)
is satisfied for all k ≥ 0. This event condition generates
a sequence of control updating instants such that the sys-
tem states do not blow in any two consecutive triggering
instants. Moreover, a more potent condition than (31) to ob-
tain event-triggering can be found such that the condition
‖c‖‖Ā‖‖ē(k)‖ < σα is satisfied for some σ ∈ (0, 1). There-
fore, the triggering rule is established as

ki+1 = inf{k > ki : ‖c‖‖Ā‖‖ē(k)‖ ≥ σα}. (33)

A sequence of triggering instants {ki}∞i=1
is generated when-

ever the above triggering rule violates and this rule also takes
care of the condition (31). Moreover, control is discrete in
nature so the Zeno execution of control is avoided.

Remark 7 Unlike periodic implementation, in the case of
event-triggering, the control input is updated at aperiodic
time instants. Hence the chances of growth in state trajec-
tories of the system for one triggering interval is more in
the event-triggered strategy. This means that the size of the
band around the sliding manifold is more for event-triggered
strategy as compared to the time triggered strategy. This is
also clear from relation (A.3) and (C.2) that the size of the
practical QSMB is always greater than or equals to that of
the size of the QSMB i.e., Ω1 ≥ Ω.

Remark 8 In event-triggering strategy, the triggering block
is located at the sensor end, and the triggering rule decides
the transmitting instant of state to the controller so that
the control signal can be updated. Thus in this paper, the
state is continuously monitored to evaluate (31) (or (33)) to
realize this triggering rule. Once this condition is violated,
the triggering instant is generated and the control task is
executed. It may be noted that in real practice, the sensor
measurements are assumed to be continuous for sufficiently
small sampling intervals. So the continuous evaluation of
triggering rule (31) is possible for practical realization.

5 Simulation results

In this section, we present the simulation results of the paper.
We have simulated two examples. The first example is the
ball and beam system which uses Assumption 3 for the
disturbance. The second example is a numerical example
taken from [30] which does not use Assumption 3 for the
disturbance. In the second example, an equivalent matched
and bounded disturbance is constructed using the method
presented in [30].

5.1 Example 1

Consider the ball and beam system whose dynamics is given
by (1) with matrices

A =













































0 1 0 0

0 0 7 0

0 0 0 1

0 0 0 0













































, B =













































0

0

0

1













































and C =

[

1 0 0 0

]

.

The state ξ = [r ṙ φ φ̇]⊤ where r is the ball position, ṙ is
ball velocity and φ is beam angle coordinate. The distur-
bance is taken as 0.05 sin(t). The aim is to drive all states
of the system to zero from a given initial condition. For
MRSE technique, we assume τ = 10−4 and N = 4. Hence
the continuous time system is sampled at τ = 10−4sec and
∆ = 2.5× 10−5sec. The disturbance is assumed to be slowly
varying during the sampling interval.

The discrete-time system and delta operator system for
the sampling period τ are

ξ(k + 1) = Aτξ(k) + Bτ(u(k) + d(k)),

and δξ(k) = Aδτξ(k) + Bδτ(u(k) + d(k)), (34)

respectively. Under Assumption 3, we have sampled distur-
bance d(k) = 0.05 sin(k). The matrices Aτ, Bτ, Aδτ and Bδτ
are calculated using expressions given in Section 2 and are
given below

Aτ =













































1 E−4 3.5E−8 1.1667E−12

0 1 7E−4 3.5E−8

0 0 1 E−4

0 0 0 1




















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






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
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


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, Bτ =













































2.9167E−17

1.1667E−12

5E−9

E−4










































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,

Aδτ =













































0 1 3.5E−4 1.1667E−8

0 0 7 3.5E−4

0 0 0 1

0 0 0 0













































, Bδτ =













































2.9167E−13

1.1667E−8

5E−5

1













































.

It can be observed from the above representation that, the
control matrix of the discrete-time system using the shift op-
erator is nearly zero. Thus there is no control over the system,
whereas the delta operator system imitates the continuous-
time system.

Table 1
Dependency of observability matrices on sampling periods

∆ - 0.1msec 0.025msec

CX
o Co Cd

o Cδo Cd
o Cδo

η 7.0000 2.0000 7.0004 2.0000 7.0001

7.0000 0.0002 6.9997 0.0001 6.9999

1.0000 0.0000 1.0000 0.0000 1.0000

1.0000 0.0000 1.0000 0.0000 1.0000

rank 4 4 4 4 4

η is the singular value and CX
o denotes the different observability

matrix.

The singular values and ranks of the observability matri-
ces are calculated by MATLABR© to see the dependencies
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on sampling periods, and it is shown in Table 1. It can be
observed that Cd

o becomes ill-conditioned as ∆ gets smaller
while Cδo approaches Co that is well posed. Moreover, the
MATLABR© function−rank()− returns the incorrect outcome
for Cd

o in the case of 0.1msec and 0.025msec, which shows
that the conventional discrete-time observability check can
fail for short sampling periods. However, Cδo produces the
correct result as expected.

The initial condition is taken as ξ0 = [3 2 1 −
1]⊤ and the sliding parameter is chosen to be c =

[0.0114 0.0943 1.4999 1]⊤ so that the stability of the
closed-loop system can be assured. The event parameters
are α = 0.2, σ = 0.9 and the switching control gain is
ǫ = 0.261.

0 10 20 30 40 50 60
Time (sec.)

-10

0

10

20

30

ξ
(k
)

Fig. 2. State trajectories

0 10 20 30 40 50 60
Time (sec.)

-0.2

0

0.2

0.4

0.6

s
(k
)

Fig. 3. Sliding trajectory

The plots for this example are shown in Figs. 2-5. The
evolution of state trajectories is shown in Fig. 2, and it shows
that the system trajectories are practically bounded under
the application of event-triggered control. Fig. 3 shows the
evolution of the sliding variable and it is observed that the
sliding trajectory reaches the practical QSMB Ω1 = 0.0286
in the finite time t = 2.6sec. Fig. 4 shows the event-triggered
SMC. The inter-event time Ti = ki+1 − ki is shown in Fig.
5, and it is evident from the figure that control input is kept
constant for long time periods. Ti = 0.0581 sec is the max-
imum time gap between two consecutive control updating
instants, which is a big multiple of sampling interval i.e.,
581τ. For a run time of 60sec, the total number of control
updating instants are 6 × 105 for time-triggered control and
90475 for event-triggered control strategy. In the case of
time-triggered control, more resources and control effort is
required as control is updated after every τ period. While on
the other hand, in the event-triggering framework, control
is updated aperiodically which results in a constant control
signal for long time periods and it reduces the resource uti-
lization significantly.
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1

u
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Magnified plot

Fig. 4. Control input

Fig. 5. Evolution of inter-event time
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Fig. 6. Plot of disturbance

The delta operator system (34) has relative degree one
i.e., CBδτ , 0 but it is a non-minimum phase system. Hence
the method presented in [30] for computing an equivalent
matched and bounded disturbance cannot be applied here.
However, we can use another candidate of disturbance
dappr(k) which is an approximate version of d(k) as given in
[30]. Thus without using Assumption 3 on the disturbance
and computing dappr(k) using the method presented in [30],

9



the delta operator system can be represented as

δξ(k) = Aδτξ(k) + Bδτ(u(k) + dappr(k)). (35)

The approximate sampled disturbance for the above system

is obtained as dappr(k) =
1

h0

Cw(k), where h0 = CBδτ and

w(k) =
1

τ

(k+1)τ
∫

kτ

eA((k+1)τ−s)Bd(s)ds. The plot of approximate

matched disturbance is given in Fig. 6. So without using As-
sumption 3, we can apply the proposed method to the sys-
tem (35) using the upper bound of the disturbance dappr(k).
The system behaviour will be same as shown in Figs. 2-5.

5.2 Example 2

Consider a numerical example given by (1) with

A =































−2 1 0

−2 0 1

−1 0 0































, B =































0

5

4































, and C =

[

1 0 0

]

.

The disturbance is taken as d(t) = 0.05 sin(2t). Here we show
simulation results for the proposed control strategy without
using Assumption 3 on the disturbance. For this, the method
presented in [30] to obtain an equivalent matched sampled
disturbance for the discrete-time system is modified, so that
it can be used for delta operator system. To apply this method
the delta operator system should be of relative degree one
i.e., CBδτ , 0 and minimum phase. The delta operator sys-
tem for sampling period τ = 10−2sec is given by

δξ(k) = Aδτξ(k) + Bδτ(u(k) + d̂(k))

and it satisfies both the properties. The disturbance d̂(k) can
be obtained as

d̂(k) = Cmζ̄(k) + C
1

h0

w(k),

ζ̄(k + 1) = Amζ̄(k) +
1

h0

w(k), ζ̄(0) = 0,

where Am = Â − 1

h0

ÂBδτC, Cm = CAm, Â := Aδττ + I and

w(k) =
1

τ

(k+1)τ
∫

kτ

eA((k+1)τ−s)Bd(s)ds. The derivation of above

given expression of equivalent matched and bounded distur-
bance is followed from [30]. The system matrix and input
matrix for τ = 10−2 sampled delta operator system are

Aδτ =































−1.9900 0.9900 0.0050

−1.9850 −0.0100 1.0000

−0.9900 −0.0050 −0.0000































, Bδτ =































0.0249

5.0198

3.9999































.

The initial condition is taken as ξ0 = [3 − 2 1]⊤ and
c = [−1.024 0.6836 1]⊤. Other parameters are chosen as
N = 3, α = 0.2, σ = 0.9 and ǫ = 0.2412.
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Fig. 7. Plot of disturbance
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Fig. 8. State trajectories
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Fig. 9. Sliding trajectory
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Fig. 10. Control input

The plot of equivalent sampled disturbance d̂(k) along
with dappr(k) and d(t) is given in Fig. 7, and it can be noted

that the upper bound on d̂(k) is larger than the upper bound

on continuous disturbance d(t). The maximum value of d̂(k)
is obtained as 0.0501. Thus we can take the upper bound
on disturbance as d0 = 0.0502. Using this upper bound, the
proposed event-triggered control strategy is applied to the
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Fig. 11. Evolution of inter-event time

delta operator system. Fig. 8 shows state trajectories and Fig.
9 shows the sliding trajectory. The value of practical QSMB
is 0.1119. The event-triggered SMC is shown in Fig. 10 and
inter-event time in Fig. 11. The remaining explanations of
the figures are the same as given in Example 1.

6 Conclusion

In this paper, an alternative formula for MRSE is proposed
which is used for designing output feedback based control
for the delta operator system. The proposed formula en-
hances the numerical accuracy for small sampling periods.
To avoid the numerical singularity for small sampling peri-
ods, a new observability matrix is proposed which recovers
the continuous-time counterpart as the sampling period tends
to zero. SMC law is designed for the delta operator system
using MRSE. When the sampling period is very small, the
frequency of control updates is very high. Thus to reduce the
number of control updates, an event-triggered SMC is pro-
posed for the delta operator system using MRSE results. In
the event-triggering framework, the band size increases, but
control updates are reduced considerably. Moreover, a good
trade-off between the triggering instants and the band size
has to be maintained to achieve the desired performance.

A Proof of Theorem 2

Consider the Lyapunov function V(s(k)) = s2(k). Applying
delta operator on the Lyapunov function gives

δV(s(k)) = δs(k) (τδs(k) + 2s(k)) . (A.1)

Now, using modified reaching law (22) in the above relation
results in

δV(s(k)) = τ
(

d̃2(k) + ǫ2 + f 2(k − 1) − 2ǫd̃(k) sgn s̄(k)

+ 2d̃(k) f (k − 1) − 2ǫ f (k − 1) sgn s̄(k)
)

+ 2s(k)d̃(k) + 2s(k) f (k − 1) − 2ǫs(k) sgn s̄(k).

We know that sgn s̄(k) = sgn s(k) for |s(k)| > lm. Thus

δV(s(k)) = τ
(

d̃2(k) + ǫ2 + f 2(k − 1) − 2ǫd̃(k) sgn s(k)

+ 2d̃(k) f (k − 1) − 2ǫ f (k − 1) sgn s(k)
)

+ 2s(k)d̃(k) + 2s(k) f (k − 1) − 2ǫs(k) sgn s(k)

≤ τ(|d̃(k)|2 + ǫ2 + | f (k − 1)|2 + 2ǫ| f (k − 1)|
+ 2ǫ|d̃(k)| + 2|d̃(k)|| f (k − 1)|)

+ 2|s(k)|(|d̃(k)| + | f (k − 1)| − ǫ).

Using |d̃(k)| ≤ dm, |l(k)| ≤ lm and | f (k)| ≤ fm gives

δV(s(k)) ≤ τ
(

d2
m + ǫ

2
+ f 2

m + 2dmǫ + 2dm fm + 2 fmǫ
)

+ 2 (dm + fm − ǫ) |s(k)|

= −2 (ǫ − dm − fm)

(

|s(k)| − τ(ǫ + dm + fm)2

2(ǫ − dm − fm)

)

.

Having ǫ > dm + fm, we define a1 = 2 (ǫ − dm − fm) and
b1 = τ (ǫ + dm + fm)2 /a1. Now write the last inequality as

δV(s(k)) ≤ −a1(|s(k)| − b1) . (A.2)

It follows from (A.2) that whenever |s(k)| > max {b1, lm}, we
get δV(s(k)) < 0. This ensures the finite time reachability
of the sliding variable. If either of the conditions |s(k)| >
b1 or |s(k)| > lm is not satisfied, we cannot guarantee that
δV(s(k)) < 0, but we can say that the trajectory gets confined
in a band around the sliding manifold. Thus we calculate
QSMB using the fact that |s(k)| < b1 and |s(k)| < lm do not
result in decreasing Lyapunov function. We divide the proof
in two cases: (i) lm > b1, (ii) lm < b1.

(i) Suppose |s(k)| ≤ lm, then we calculate the value of
sliding variable at next time instant using reaching law (22)
as

|s(k + 1)| = |s(k) − τǫ sgn s̄(k) + τd̃(k) + τ f (k − 1)|
≤ lm + τ(ǫ + dm + fm).

Since lm+τ(ǫ+dm+ fm) > lm, δV(s(k+1)) < 0 satisfies. Thus
in this case we obtain the maximum deviation in sliding
trajectory in one time step as lm + τ(ǫ + dm + fm).

(ii) Suppose lm < |s(k)| ≤ b1, then we can obtain (A.2)
using the fact that sgn s̄(k) = sgn s(k) for |s(k)| > lm. But
δV(s(k)) ≮ 0 as |s(k)| ≤ b1, so we find s(k+1) using (A.2) as

s2(k + 1) ≤ s2(k) + τa1b1 − τa1|s(k)| < s2(k) + τa1b1.

Hence we have |s(k + 1)| ≤ (b2
1
+ τa1b1)1/2 and (b2

1
+

τa1b1)1/2 > b1, so δV(s(k+1)) < 0. Now if |s(k)| ≤ lm, using
reaching law we have |s(k+ 1)| < lm + τ(ǫ + dm + fm). There-
fore, in this case, the maximum deviation in sliding trajec-
tory in one time step will be maximum of lm+τ(ǫ+dm+ fm)
and (b2

1
+ τa1b1)1/2.

For all |s(k)| ≤ max {b1, lm}, |s(k + 1)| lies in the set
{

x ∈ Rn : |c⊤x| ≤ max
{

lm + τ(ǫ + dm + fm), (b2
1
+ τa1b1)1/2

}}

and this set is invariant because of above arguments. As a
result, the QSMB is obtained as

Ω = max
{

lm + τ(ǫ + dm + fm), (b2
1 + τa1b1)1/2

}

. (A.3)

This completes the proof. �

B Proof of Lemma 2

Using (28), we can write



















x(k)

eu(k)



















=



















I 0

−F I





































x(k)

u(k)



















+



















0

FT Lδud(k − 1) − g1(k)



















(B.1)
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

















x(k + 1)

eu(k + 1)



















=



















I 0

−F I





































x(k + 1)

u(k + 1)



















+



















0

FT Lδud(k) − g1(k + 1)



















. (B.2)

From the system dynamics in (6), the relation x(k) = x̄(k) +
T Lδud(k − 1), and (27) we obtain

u(k + 1) = F
(

Āx(k) + B̄u(k) + B̄d(k) − T Lδud(k)
)

+ g1(k + 1).

Now from above equation we get



















x(k + 1)

u(k + 1)



















=



















Ā B̄

FĀ FB̄





































x(k)

u(k)



















+



















B̄d(k)

F
(

B̄ − T Lδu

)

d(k) + g1(k + 1)



















.

Using the above equation in (B.2) results in

















x(k + 1)

eu(k + 1)

















=

















Ā B̄

0 0

































x(k)

u(k)

















+

















B̄

0

















d(k).

Substituting

















x(k)

u(k)

















from (B.1) in above equation yields

















x(k + 1)

eu(k + 1)

















=

















Ā + B̄F B̄

0 0

































x(k)

eu(k)

















−
















g1(k)

0

















+

















B̄
(

FT Lδud(k − 1) + d(k)
)

0

















.

It is evident from the above relation that error in control
becomes zero in one time step so there is no propagation of
error in the system due to initial unavailability of the state.
�

C Proof of Theorem 3

Applying the control law (30) to the dynamics of sliding
variable (23) gives

δs(k) =c⊤Āx(k) − c⊤Āx̄(ki) − ǫ sgn s̄(ki) + d̃(k)

=c⊤Āx̄(k) + f (k − 1) − c⊤Āx̄(ki) − ǫ sgn s̄(ki) + d̃(k)

= − c⊤Āē(k) − ǫ sgn s̄(ki) + d̃(k) + f (k − 1).

Substituting above in the Lyapunov function (A.1) yields

δV(s(k)) = τ
(

(c⊤Āē(k))2
+ 2c⊤Āē(k)ǫ sgn s̄(ki) + ǫ

2

+ (d̃(k) + f (k − 1))2 − 2c⊤Āē(k)d̃(k)

− 2c⊤Āē(k) f (k − 1) − 2ǫ sgn s̄(ki)d̃(k)

− 2ǫ sgn s̄(ki) f (k − 1)
) − 2s(k)ǫ sgn s̄(ki)

− 2s(k)c⊤Āē(k) + 2s(k)(d̃(k) + f (k − 1)).

As we have discussed earlier, there is a band around the
sliding manifold because of event-triggering strategy, so it
is to be noted that the sign of s̄(k) does not change until
the sliding manifold is reached, and as a result sgn s̄(ki) =
sgn s̄(k). Moreover, as mentioned earlier, sgn s̄(k) = sgn s(k),
if |s(k)| > lm. Using this in the above relation results in

δV(s(k)) ≤ τ(|c⊤Āē(k)|2 + |d̃(k) + f (k − 1)|2 + ǫ2

+ 2ǫ|c⊤Āē(k)| + 2ǫ|d̃(k) + f (k − 1)|
+ 2|c⊤Āe(k)|(|d̃(k) + f (k − 1)|)) − 2ǫ|s(k)|
+ 2 |s(k)| |c⊤Āē(k)| + 2|s(k)||d̃(k) + f (k − 1)|.

Using |d̃(k)| ≤ dm, | f (k)| ≤ fm, |l(k)| ≤ lm and condition (31)
into the above equation gives

δV(s(k)) ≤ τ(α2
+ (dm + fm)2

+ ǫ2 + 2αǫ + 2ǫ(dm + fm)

+ 2α(dm + fm)) + 2(α + dm + fm − ǫ)|s(k)|.

Having ǫ > α + dm + fm, we define a3 = 2 (ǫ − α − dm − fm)
and b3 = τ (ǫ + α + dm + fm)2 /a3. Now we can write the last
inequality as

δV(s(k)) = −a3 (|s(k)| − b3) . (C.1)

From (C.1), it can be noticed that when |s(k)| > b3

we can achieve δV(k) < 0. Now following the ex-
planation used in the proof of Theorem 2, it can be
seen that the set {x ∈ Rn : |c⊤x| ≤ θ}, where θ =

max
{

lm + τ(ǫ + dm + fm), (b2
3
+ τa3b3)1/2

}

, is an invari-

ant set. However, in the band |s(k)| ≤ θ, whether
sgn s̄(ki) = sgn s̄(k) holds or not, cannot be told and as a
result, (C.1) cannot be achieved. This is because when s̄(k)
changes sign, s̄(ki) may or may not change sign, but once
the next triggering instant comes, s̄(ki) will also change
sign. We calculate the maximum deviation of s̄(k) in one
triggering instant as

∣

∣

∣c⊤ x̄(k) − c⊤ x̄(ki)
∣

∣

∣ =

∣

∣

∣c⊤ē(k)
∣

∣

∣ ≤ ‖c‖‖ē(k)‖ < α‖Ā‖−1.

The above inequality is obtained using relation (31). If the
trajectory crosses the sliding manifold before the occurrence
of the next triggering instant, then the trajectory remains

bounded in the region
{

x̄ ∈ Rn : |c⊤ x̄| ≤ α‖Ā‖−1
}

. Now using

(21) and |s̄(k)| ≤ α‖Ā‖−1, we calculate |s(k)| ≤ α‖Ā‖−1
+ lm.

If α‖Ā‖−1
+ lm is larger than θ, the trajectory still remain

bounded in the region
{

x ∈ Rn : |c⊤x| ≤ α‖Ā‖−1
+ lm

}

. This

is because when the trajectory crosses value θ, no triggering
instant is generated, and hence no control is updated. One
more thing to be noted is that the value of α‖Ā‖−1 remains
constant for a fixed α, as it is independent of the sampling
period. However, the value of θ varies with α and τ as it
depends on both. So if θ is larger than α‖Ā‖−1

+ lm the tra-
jectory would be bounded in the region

{

x ∈ Rn : |c⊤x| ≤ θ}.
Hence the bound of sliding variable is the maximum of θ
and α‖Ā‖−1

+ lm. Therefore, the practical QSMB is given by

Ω1 = max
{

lm + τ(ǫ + dm + fm), (b2
3 + τa3b3)1/2, α‖Ā‖−1

+ lm
}

.

(C.2)
This proves that trajectory is driven into practical QSMB in

finite time k̂ and remain there for all k ≥ k̂. This ensures the
existence of practical quasi-sliding mode in the system. �
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