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ABSTRACT. We consider reaction diffusion systems where components diffuse
inside the domain and react on the surface through mass transport type bound-
ary conditions. Under reasonable hypotheses, we establish the existence of
component wise non-negative global solutions which are uniformly bounded in
the sup norm.

1. Introduction. Suppose m > 2 is a natural number, 7" > 0, and € is a bounded
domain in R™ with smooth boundary M (9Q) belonging to the class C?*° with
o > 0, such that Q lies locally on one side of its boundary. n is the unit outward
normal to M (from ), and A is the Laplace operator. We are interested in the
system

[“)81;1 =d;Au; + Fi(u) (z,t) € Qx (0,T) fori=1,...m

di% = Gi(u) (x,t) € M x (0,T) fori=1,...,m (1.1)
y

e = Wi (x,t) € QA x {0} fori=1,...,m.

Hered; > 0foralli =1,....m, F = (F;),G = (G;) : R™ — R™ are locally Lipschitz,
quasi positive and polynomially bounded, and the initial data w = (w;) € C?(Q)
with w; >0 for alli =1,...,m, and

Ows =Gi(w) on M forall i=1,..,m.

on

For those who are not familiar with quasi positivity, see assumption (Vgp) in the
next section.

In 1987, Hollis, Martin and Pierre 7] considered (1.1) in the case when m = 2 and
G1(u) = Ga(u) = 0. The conditions on the vector field F(u) above guarantee local
well posedness of nonnegative solutions, and the authors asked whether solutions
would exist globally if there exist constants a > 0 and K € R such that

aFy(u) + Fo(u) < K(ug +ug + 1) (1.2)

d;
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for all uy,uz > 0. The assumption (1.2) easily implies bounds for |lu;(-,¢)|1,q for
1=1,2, and more importantly, in the absence of diffusion, this assumption implies
solutions exist globally, by adding a times the differential equation for u; to the
differential equation for ug. In the case when dy,ds > 0, Hollis et al proved (1.2)
implies that the solutions to (1.1) are global if at least one of ||u1]|co Or ||uz2]lco is
a priori bounded on Q% (0,T) for every T >0. The latter assumption is not easily
removed, since Pierre and Schmitt [13] gave an example of a system that satisfies
the assumptions above, and blows up in finite time. Although the particular exam-
ple had Dirichlet boundary conditions, as opposed to the homogeneous Neumann
boundary conditions being considered, it seemed clear that adjustments could be
made to create a system for which (1.2) holds, and the solution blows up in finite
time.

It’s less obvious that (1.2) also implies bounds for [|u;||2,ox0,r) for i = 1,2 and
T > 0 cf. [10], and more recently, for |u;|loye.0x(o,r) for i« = 1,2, T > 0 and
e > 0 sufficiently small (independent of T'), cf. [2], and subsequently in [11]. In
the past 30 years, there has been an explosion of results for (1.1), in the setting of
m > 2 and G;(u) = 0 for all 4, with various assumptions mirroring (1.2). These
assumptions impose additional structure on the vector field F(u) to obtain results
without assuming a priori sup norm bounds on some subset of the components of
the solution. [14] contains an excellent history of this problem and a great deal of
the subsequent work.

One useful assumption for attacking (1.1) in the setting when G;(u) = 0 for all
1, is the so-called linear intermediate sum condition, which assumes the existence
of an m x m lower triangular matrix A = (a; ;) with positive diagonal entries, and
a constant K € R so that

AF(u) < KT <Zm: u; + 1) (1.3)

i=1

for all u; > 0. This assumption was first introduced in [10] to prove global existence,
and variants have evolved since that time, including the right hand side of (1.3) being
squared when n = 2, in [11]. It has also been shown that when (1.3) is not assumed,
but only an m component version of (1.2) is assumed, and the vector field F(u) is
componentwise quadratically bounded, then solutions exist globally, (cf. [4, 5]).

Another result in the case when G;(u) = 0 for all 4, was given in [1], where the
authors showed that global existence could be obtained under the assumption of
the existence of a real number K > 0 so that for every choice of a = (aq, ..., @ym-1),
with aq,...,a,,_1 > K, there exists L, > 0 so that

mz_: a;Fi(u) + Frp(u) < L, <§: u; + 1) (1.4)

for all u; > 0. Interestingly, this condition makes it possible to create an infinite
family of Lyapunov functions that can be used to obtain L, estimates for every
1 < p < co. In the case when m = 2, it is a simple matter to prove that (1.3) is
contained in the assumption (1.4), but for m > 2, this is not the case. For example,
the vector field
U1 — UITU2U3
F(u) = | uiugus — ug (1.5)
U1U2U3 — U3
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is clearly quasi positive, polynomially bounded, and satisfies (1.3) with

1 00
A=(1 1 0
1 0 1

and L = 1. But it does not satisfy (1.4).

The case of the general system (1.1), with G(u) # 0 has not been extensively
explored. The work in [15] proves that a unique, componentwise nonnegative max-
imal solution to (1.1) exists on a maximum time interval (0, Tiax). In addition,
if Thhax < 00, then the sup norm of w becomes unbounded as t — T,,,.. In this
work, we explore two settings. First, we consider (1.1) in the setting of m = 2, by
asking whether the work in [7] can be extended to the case where G(u) # 0. More
precisely, we ask whether an extension of (1.2) can be used to include the vector
field G(u), to prove that the solution to (1.1) is global if at least one of ||uy|lo or
lu2]|so is @ priori bounded on © x (0,7T) for every T' > 0. Then we conclude this
work by considering (1.1) in the setting where the assumption (1.4) is extended to
both F' and G.

Before leaving this section, we give a handful of conditions on the initial data,
and the vector fields F(u) and G(u). The first three of these will be used throughout
this work, and various portions of the remaining will be used in our main results.
We remark that throughout, R’ is the nonnegative orthant in R™.

(W) w = (w;) € C?(2), w is componentwise nonnegative on ), and w satisfies
the compatibility condition

awi
on

(Vr) F = (F;),G = (G;) : R™ — R™ are locally Lipschitz.

(Vqr) F and G are quasi positive. That is, for each i = 1,...,m, if u € R} with
u; = 0 then Fj(u), G;(u) > 0.

(VL1) There exists b; > 0 and Ly > 0 such that

d; =G;(w) on M.

m

D biFi(2),) b;Gi(z) <Ly [ Y z+1] forall zeRT.
j=1

j=1 j=1

(V1,) There exists a constant K >0, so that if a= (a1, ..., @pm—1) With ag, ..., a1 >
K, and a,, =1, then there is a constant L, >0 so that

Zaij(zLZajGj(z) <L, sz +1 for all z € RY".
j=1 j=1 j=1

(Vpoly) F and G are polynomially bounded above. That is, there exists M > 0
and a natural number [ such that

1

m

Fi(2),Gi(z) <M (Z zi + 1) for all z € R, and i = 1,...,m
i=1

Note that (V1) implies (V1,1), but the opposite is not true, and we have special need

of the value of L; in (Vy,1) that holds for this specific case. So we write (V1) and

(V1) separately.
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Also, the first main result, Theorem 2.4, considers m = 2. Here if (V1) is
satisfied and there exists a constant K > 0 such that for all a > K, there is L, > 0
with

aGl(u) + GQ(U) S La(ul + U2 + ].)

then if either u; or ug is bounded, i.e. ||u;(t)|/1. () < h(t) for h € C(R,R,) for
i € {1,2}, then system (1.1) has a unique global classical solution. The second main
result, Theorem 2.5, shows for general m > 1, under the condition (V), that the
system (1.1) has a unique global classical solution. The methods proving both of
these results include duality arguments, and the construction of LP Lyapunov-like
functions. In [1], authors proved the existence of a global solution using a single in-
equality for the polynomial growth condition of the reaction terms. Their technique
is based on the construction of polynomial functionals, whereas in this work, due
to non homogeneous Neuman boundary conditions, more efforts is required. There-
fore we use duality arguments to produce L, estimates and bootstrap the regularity
using the L, Lyapunov type functional and using appropriate Sobolev embedding
results.

There are no new results in this work associated with the case G; = 0. The
focus of this work is to allow nonlinearities in G;. So, for example, results such
as [6] associated to the case G; = 0 are not improved by this current work. Also,
the techniques of this work don’t apply to the system in [6]. Their system does
not satisfy a linear intermediate sum condition. In fact, it satisfies a quadratic
intermediate sum condition. In addition, the authors use a Lyapunov function
specific to their system, whereas we are using a general structure. There are many
papers in the literature in which authors have used Lyapunov functionals. Some
examples include [4, 5, 6, 10], and [14].

The statements of our main results are given in Section 2, and their proofs are
given in the remaining sections.

2. Notation and statements of main results. Throughout this work n > 1.
As stated in the introduction, € is a bounded domain of R™ with smooth boundary
M such that Q lies locally on one side of M. We define all L, and Sobolev function
spaces on  and Qr = Q x (0,7), and similar definitions can be given on M and
Mr = M x (0,T). Measurability and summability are to be understood everywhere
in the sense of Lebesgue.

If p > 1, then L,(€) is the Banach space consisting of all measurable functions
on Q that are p'* power summable on . The norm is defined as

ol = ([ |u<x>|ﬁdx);

lt]loco,0 = ess sup{|u(z)| : z € Q}.

Also,

If p > 1, then W72(Q) is the Sobolev space of functions u :  — R with generalized
derivatives, O5u (in the sense of distributions) for |s| < 2, belonging to L, (). Here
s = (81,82,--y8n), |$| = 81+ S2 4+ -o. + S, |8] < 2, and 95 = 07052...05", where
0; = 8‘9 The norm in this space is

$7j'
2
2
[l = 3" 0sullp0.

|s|=0
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Similarly, W;£2’1)(QT) is the Sobolev space of functions u : Q1 — R with gener-
alized derivatives, 930 u (in the sense of distributions) where 2r +|s| < 2, and each
derivative belongs to L,(£2r). The norm in this space is

2

2,1
) Za) = > 0207 ullp.0n-

2r+|s|=0

In addition to the spaces above, we also make reference to the well known spaces
of continuous functions and continuously differentiable functions. For a rigorous
treatment of these spaces, and the associated spaces on M and My, we refer the
reader to Chapter 2 of [9].

Definition 2.1. A function w is said to be a solution of (1.1) if and only if
ue CQx[0,T),R")NnCH°(Q x (0,7),R™)nC**(Q x (0,T),R™)
such that w satisfies (1.1). If T = oo then the solution is said to be a global solution.

Definition 2.2. A function w is said to be uniformly bounded in the sup norm if
there exists K > 0 independent of ¢ such that

[u( Ol <K VE20
We start by stating a local well posedness result that was proved in [15].

Theorem 2.3. Suppose (V), (Vr), and (Vgop) hold. Then there exists Tnax > 0
such that (1.1) has a unique, mazximal, component-wise nonnegative solution u with
T = Tmax- Moreover, if Tiax < 0o then

lim sup ||u(+, t)||oo.0 = 0.
t—Tmax

According to Theorem 2.3, global existence is guaranteed provided we can ob-
tain a priori sup norm bounds for each component of our solution. This leads us
immediately to ask whether the results in [7] can be extended to this setting. We
give a partial response in the result below.

Theorem 2.4. Suppose m = 2 and (Vy), (Vr), (Vor), (V1) and (Vpey) hold,
and let Tnax > 0 be given in Theorem 2.3. If there exists a nondecreasing function
h e C(R4,Ry) such that ||ui(-,t)]co,0 < h(t) for all 0 < t < Tax, for either i =1
or i = 2, and there exists K > 0 so that whenever a > K there exists L, > 0 so
that

aG1(2) + Ga(2) < Lo(z1 + 22 + 1), forall z € RZ, (2.1)
then (1.1) has a unique component-wise nonnegative global solution.

A corollary of the proof of Theorem 2.4 is that if the assumption (2.1) is omitted,
then finite time blow up can only occur near the boundary.

Corollary 1. Suppose m =2 and (Vn), (Vr), (Vor), (V1) and (Vpey) hold, and
let Timax > 0 be given in Theorem 2.53. If there exists a nmondecreasing function
h € C(R4,Ry) such that ||u;(-,6)|leoo < h(t) for all 0 < t < Tyax, for either
i =1 ori=2, then for every open subset W C Q such that W C Q, there exists
a nondecreasing function hyy € C(Ry,Ry) such that ||u;i(-,t)|lco,w < hw (t) for all

0 <t < Thax, for bothi=1 and i = 2.
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Note that (2.1) is a portion of (VL) in the case m = 2. It turns out that the full
extend of (V1) is a useful tool for obtaining a priori estimates and proving global
existence when m > 2.

Theorem 2.5. Suppose (V), (Vr), Vor), (VL) and (Vpoiy) hold. Then (1.1) has
a unique component-wise nonnegative global solution.

This global existence can also give rise to a uniform bound, provided an L; ()
bound can be obtained for every component of the solution.

Theorem 2.6. Suppose (Vy), (Vr), (Vor), (VL) and (Vpory) hold and ||ul|i oxr,mn)
is bounded independent of 7 > 0. Then (1.1) has a unique, componentwise nonneg-
ative global solution that is uniformly bounded in the sup norm.

Finally, the condition (V7,1) can be used to obtain an L;(Q2) bound when L; = 0.
As a result, we have the following corollary.

Corollary 2. If the hypotheses of Theorem 2.5 are satisfied, and additionally (V1)
is satisfied with L1 = 0, then ||u(-, 7)|1,o s bounded independent of T > 0, and the
conclusion of Theorem 2.6 is true.

We give some estimates for solutions of linear equations in the next section, and
provide the proofs of our main results in the sections that follow.

3. Estimates for solutions of linear equations. The estimates below will play
a fundamental role in the work that follows. Let d,T > 0, Ny, Ny € R, and consider
the system

pr=dAp+Nip+0 2€Q0<t<T

0
da—¢:N2¢+7, reMO<t<T, (3.1)
n

¥ = o reNt=0
The result below is a consequence of the proof of Theorem 9.1 in [9], and the
comment following the proof on page 351. Also the definitions of spaces appearing
in these Lemmas are available in Chapter 1 and 2 of [9].

_2

Lemma 3.1. Let p > 1. Suppose § € L,(Q x (0,T)), ¢o € W,Ez 2”)(Q), and

11 1

vE WZEI pe %)(M x (0,T)) with p # 3. In addition, when p > 3 assume

0
a2 = Nogwo + v on M x {0}.
on
Then (3.1) has a unique solution p € W2 (Qx (0,T)) and there exists C dependent
upon Q, p, T, N1, Ny and d, and independent of 6, ¢g and ~y, such that

2,1 (2-2) (1-%,3-%)
el e 0.y < C <|9||p,(fzx(o,T)) +lollpg” + ||v||p,(ag;(0f;))) :

The next result is given in section 5, Theorem 3.6, of [15].

Lemma 3.2. Suppose p > n+1, and 6 € L,(Q x (0,T)), v € L,(M x (0,T)),
Ny =Ny =0 and oo € W2(Q) such that

%0

an = (z,0) on M.
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Then there exists Cp v > 0 independent of 0, v and ¢, and the unique weak solution
Y€ V21’§(QT) of (3.1), such that if 0 < B < 1 — "Tfl then

B
19157 < Cour (161p.25 + I llp0a + Nl

vh)

where |¢\§25T) is the Holder norm of ¢ with exponent (3.

We conclude this section with the following seemingly well known result, which
plays an important role in proof of Theorems 2.5 and 2.6. For lack of a good
reference, we have included the proof.

Lemma 3.3. If v > 1 and € > 0, then there exists M, > 0 such that
2
[v]3.0 < €llVull3a + M llvr Il g (3.2)

2
[VlI3.0r < €l VUll3 . + Mesllo7 1] g (3-3)
for allv e HY(Q).

Proof. We start with (3.2). Let v > 1 and € > 0. Suppose by way of contradiction
that for every natural number k, there is a function v, € H'(£2) such that
2
lvill3.o > el Vorll3 o + Ellvg 17 o
for all k. From the homogenity of the inequality, we can assume
lvell3,0 =1

for all k. As a result, the sequence {v;} is bounded in H'(£2). In addition

2
lvg o —0 as k— o0

Now, since H!(Q) is compactly embedded in L(f2), there is a subsequence {vk, }
of {vy} and a function v € Lo(2) such that [jvg, —v[[2,0 — 0 as j — oo. However,
from above, it is apparent that HU%”lQ = 0, implying v = 0 almost everywhere,
which contradicts the fact that [[v||2,0 = lim;_oe [Jvg,[|2,0 = 1. Therefore (3.2) is
true. Finally, (3.3) follows from (3.2) by applying equation (2.25) on page 49 in
[8]. O

4. Proofs of Theorem 2.4 and Corollary 1. We begin with the proof of The-
orem 2.4. Assume m = 2, and (Vy), (Vr), (Vor), (Vz1) and (Vpey) hold. If
Tinax = 00, then there is nothing to do. So, assume T = Tiax < 0c0. We can assume
WLOG that we have ||u1 (-, 1)]|co.0 < h(¢) for all 0 <t < Tipax, and that by = by =1
in (V1). Let 1 <p < oo and set p’ = -E5. Suppose 6 € Ly (Q2r) such that § > 0

and ||6|,7 o, = 1. Furthermore, let Ly > max{ d2dfl , L1} and suppose ¢ solves

ot +deAp=—Lip—0 onQyp,

dg%g@ = Loy on Mr, (4.1)

=0 on Q x {T}.

At first glance, (4.1) may appear to be a backwards heat equation. However, the
substitution 7 = T — ¢t immediately reveals that it is actually the forward heat
equation. Moreover, ¢ > 0 from the same argument that is used to prove Theorem
2.3. In addition, from Lemma 3.1, there is a constant C' > 0 dependent on p, dy, da,
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Q, L; and Lo, and independent of 8 such that ||go||(% slz)T < C. Now we use integration

by parts and (V71) to obtain
T
/ /(u1 + ug)0dxdt (4.2)
o Ja
T
:/ / (u1 + u2)(—pr — doAp — Lip)dxdt
o Ja
T T
:/(w1+w2)<p(x,0)dx+/ /gp((ul)t—l—(ug)t)dajdt—/ /(ul—l—ug)(dgAcp—I—ngo)dxdt
Q

</(w1 + wa)p(z,0) dx—i—/ / (d1Auy + doAug)dxdt

//L1<p uy+ug+1)dadt // Uy +ug)da Apdxdt //ngp uy +ug)dxdt

from (V1). Also, note that integration by parts and (V1) imply

T
/ / w(dlAul + dgAUg)dl’dt
0 Q

T T
L

:// so(Gl(UHGz(U))dadt*//(dlul+dqu)*2¢d0dt
o Jum o Jm da

T
+/ /(d1u1+d2u2)A<pdxdt
0 Ja

T T
L
§// @Ll(u1+u2+1)dadtf//(d1u1+d2u2)—2<pdadt
o Jum 0o JMm dy

T
+/ /(dlul—l—dqu)A(pdxdt

/ / |:<L1L2) U1+(L1L2)UQ+L1:| dUdt+/ / d1U1+d2’LL2)A(pdﬂjdt

/ / L1<pdo'dt—|—/ / (d1uy +dousg) Apdxdt, (4.3)
M
from the assumption on Ly. Therefore, if we combine (4.2) and (4.3), we have
T
/ /(u1 + ug)Odxdt (4.4)
0 Jo

T T T
S/(wl—i—wg)go(x,O)dw—i—/ /(dl—dg)ulAcpdxdt—l—/ /Lupdmdt—l—// Lypdodt.
Q 0JQ 0Ja 0JM

Recall that ||ui(,t)]cc,0 < h(t), and HapHSgT < C. Also, integrating (4.1) reveals
that ||o(+,0)|1,0 can be bounded independent of 8, by using the norm bound on ¢,
and ||0||,.0r = 1 In addition, trace embedding implies ||¢||1,a7, can be bounded in

terms of ||(p||(, ‘07> Which can be bounded independent of 6, for the same reason as
above. Therefore by applying duality to (4.4), we see that ||uz|p o, is bounded in
terms of p, h(T'), L1, d1, do and C. Also, since 1 < p < oo is arbitrary, we have this
estimate for every 1 < p < co. Note that the sup norm bound on us, the L,(Qr)
bounds on ug for all 1 < p < oo, and (Vpey), imply we have Lq(Qr) bounds on
Fi(u) and Fa(u) for all 1 < ¢ < o0.
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Now we use the bounds above and assumption (2.1) to show ||uz||p, s, is bounded
for all 1 < p < co. To this end, suppose p € N such that p > 2, and let 6§ >
max{ K, zd\l/;;id?} We will see the reason for this choice below. To this end, we
employ a modification of an argument given in [1] for the case m = 2. To simplify

notation, we define u = (u1, ug), and if a,b > 0 then u(*? = uful.

Define
gﬂ uBP=8) .
~/Qﬁ « Bl(p — B
Then
p
‘2
/ 56 B 6 (Bu(ﬁfl,pfﬁ)(ul)t T+ B)U(B,pfﬂfl)(ug)t) da
Q520 p—
_ /Q (o™ () + 987" 0 (), ) 4+ X + X, (4.5)
where
¥ / L PY g8, B1-B) () da
' Q5= 1 P ﬁ) ( 1)t

Oub ™" (u dx—i—/ —Gﬁzu(ﬁ_l’p_ﬁ) U1 )edx
/p 2 ' QZ = Dip— B! (e
- p! 1)2,,(Bp—6-1)
= [ poul (u dx—i—/ — = _gBHD, B Uy )¢dx
IR Qggm@—ﬁfn! e

p—2
— p! 2 —B-1)p26+1
= [ pout ™ (u dac—i—/ B NG ] up)edxr (4.6
s o 2= B = F—1 e (40)

and

/ P gD () da
l _
fi= Al — ﬁ !

|

p—2
= [ po®P= Dy (y dx+/ P BB (yy) dx. (4.7
Jyt s[5 o (47

Combining (4.5)—(4.7) gives

0=}

P 82, (Br-1-5) (027 (ur)e + (u2);) dz = I+11, (4.8)

— 1 = |
=B 1 B)!
where
I= / — g5 B1=8) (02N (u) + Fy(u)) da (4.9)
4= B - 1 - B!
and
Il = / 1 Bl T 0P BB (02PN g Ay + dyAug) da. (4.10)
o 1

B= O
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Note that fOT Idz is bounded because (Vpoly) holds, and as we have shown above,
lwillg, 07 is bounded for i = 1,2 for all 1 < ¢ < cc.
Now, consider II. Similar to the calculations for L'(t), we can show

2

Ou; Ou
u(Bp—2-8) v J
/2 —2— Zzb’faxkaxkd

50 k=117,5=1

/ - 1 5 — 0P B0 (021G, (u) + Ga(u)) do,  (4.11)
M 5 o
where
d194ﬂ+4 di+ds g28+1
(b',j) = <d142-d202ﬁ+1 2 do :

From the choice of 6, this matrix is positive definite, so there exists ap, > 0 such
that

(1) + o, / (|V<u1>p/2|2 + V()22 da

<I —‘r/ QQQU(B’piliﬁ)ng-H (U1 + U2 + 1) do
I e

<I+ Npg.m U (uf +ub)do + 1] (4.12)
M

from (2.1), for some Ny, g ar > 0. So, if we apply Lemma 3.3, we can see there exists
Np.0,0r > 0 such that

P
L/(t) + N, 79,1\4/ (’U;f +U§)d0’ < I+Np,9,M (/ (U1 —|—U2) da:) + N, 0,M- (413)
M Q

Finally, if we integrate over time, we find that ||ua]|p,a, is bounded in terms of p, M,
Q, 0, h(T), wy, we and ||uz||p a.. Since this holds for every natural number p > 2,
we can use the assumption (Vp,y,) and the bounds above, along with Lemma 3.2 to
conclude that |[ul/oo,0, < 0o. From Theorem 2.3, this contradicts our assumption
that Tinax < 00. Therefore, Tihax = 00, and Theorem 2.4 is proved.

Now, let’s prove Corollary 1. Note that from the first portion of the proof above,
we have L,(2r) bounds on Fi(u) and Fa(u) for all 1 < ¢ < co. Let W be an open
subset of © such that W C €, and choose an open subset W of © with smooth
boundary, such that W C W. Then, from the proof of Theorem 9.1 in [9], we are
assured that if 1 < ¢ < oo then there exists C > 0 dependent on ¢, d; and the
distance from OW to M, such that

2,1)
ladl %) 0 < € (1)l + il gy ) -

If we choose ¢ sufficiently large, then we get the result.

5. Proofs of Theorems 2.5 and 2.6, and Corollary 2. In order to derive L,
estimates of u on  and M, we create a functional defined in [1]. To this end, let

di+d; . - .
A = QW for all i,5 = 1,....,m, and, as in [1], for ¢ = 1,....m — 1, let 6; > 0,

such that

Kl>0 for 1=2,...,m,
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where
Kf = K20 K7 =[BT =31,
iy (r—k—2)
Hf = : , 2 =3,.,0—1
l 1576}:5[ ((d“])];ﬁl—L +1> ];[ det , T 3, al )

-1 ) m—1

KP = dydy J] 0,207 T 020+ (H 0i” — )
k=1 k=l

positive values

and

-1 m—1
— dy\/dod, 0,21+’ H g, (Pr 2"+ Pt )? | H g, 2Pr+2)" . (617 Agy — A12Ayy) .

positive values

Here, deti<; j<i ((dl )i, ,r+1) denotes the determinant of r square symmetric
JAl—

matrix obtained from (d; j)1<i,j<m by removing the (r+1)th, (r+2)th, ...., ith rows
and the rth, (r + 1)th, .. (l —1)th columns, and det [1], ... , det [m] are the minors
of the matrix (al,k)1§l7k§m- The elements of the matrix (dm») are

di +d39(p1> P 9(p1+1) PPi—1+D? (427 p(pmo1+2)?

dij = 2 (i—1)74 i1 J (m—1)

The following lemma is given in [1].

Lemma 5.1. Let H,,  be the homogeneous polynomial such that

Pm

2 2
pm 1. PP gP(m=1)  p1 pa—p1. ., Pm—Pm-1
H,, (u E E g cy ~CP 6 9(m—1)u1 Us U,

Pm10p310p10

with p.,, > 2 being a positive integer, C'g;j = and 6; > 0 for alli. Then

p;!
pi!(pj—pi)!’

au'Hpm,
m—1
g CPm—1 Cp19p12 91’(27:—1) H(Pr‘rl)z 0(P(m—1)+1)2
=Pm E § Pm—1" p2 V1 i—1 i (m—1)
Pm—1=0 p1=0
> u1171u1272 p1 |, .u?(fl)nz_l)_pnl—l

foralli=2,....m—1.
We first establish an L; estimate for solutions to (1.1).

Lemma 5.2. Suppose that (Vy), (Vr), (Vor) and (Vi1) are satisfied, and u is
the unique, componentwise nonnegative, maximal solution to (1.1). Then for all
0<t<Thaz,

[u(-, 8)[1.0 < alt)

for some nondecreasing continuous function « dependent on Ly and by,...,b, in
(Vi1). In addition, if L1 = 0 then |ju(-,t)||1,o is bounded independent of t > 0.



966 VANDANA SHARMA

Proof. WLOG assume b; = 1 for all ¢ = 1,...,m. Integrating the u; equation over
Q, we get

— ujdx:Z/ deujdx+/ ZFj(u)dx
dt Jo = = Je Q=
§/2Fj(u)d9€+/ > Gi(u)do
Q53 M4

Jj=1

< / Ly uj+1 dx+/ Ly Y uj+1|do.  (5.1)
Q = M =
Note that if Ly = 0, then (5.1) implies ||u(-,t)|1,q is a priori bounded independent
of t > 0. Now, suppose 0 < T < Tz, L1 >0, and let d > 0. Consider the system
or=—dAp — L1y (z,t) € Q2 x(0,T)
0
da—‘;zL1<p+1 (z,t) € M x (0,T)
Y =Qr reQ, t="T, (5.2)

where pr € C?17(Q) for some v > 0, is strictly positive and satisfies the compati-
bility condition

)
daLnT =Ly on M x {T}.

From Theorem 5.3 in chapter 4 of [9], ¢ € C?*t71*3(Q x [0,T]), and therefore
@ € C?t11H3 (M x [0,7]) . Also, similar to our comments in the previous section,
¢ > 0. Now, consider

T
0 :/ / uj(—pr — dAp — Lip)dedt
o Jo

T T T 0y
:/ / o(uj¢ — djAuj)dadt — Ly / / ujpdrdt — / / ujda—dadt
0 Ja 0o Ja 0 JM Ui
T T du;
+(dj —d) u; Apdxdt + od;—=dodt + [ u;(z,0)p(x,0)dx
o Ja 0 JM on Q

~ [ wite Tyel T)as

Q
T T T
:/ /chj(u)dxdt—Ll/ /ujgodxdt—/ / uj(L1p + 1)dodt
o Ja o Ja o JMm
T T
Jr(djfd)/ /uiAgadxdtJr/ / chj(u)dadtJr/ uj(z,0)p(z,0)dx
0o Jao o Jm Q
- [ Tyt 1 53)
Q

Summing these equations, and making use of (V11), gives

T m T T m T
// Zujdadtg/ /Lwdmw/ / L1<pdadt—|—Z(dj—d)/ /uiAgodxdt
0 JM 0 Ja 0 JM =1 0 JQ
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+/Q;wj(x)¢(9370)d$/Q;Uj(x,T)goT(x)dx. (5.4)

Now, recall that ¢ is strictly positive. Let 0 < § < p(x) for all x € Q. Then (5.4)
implies

m T m
(5/ Zuj(m,T)dm—i—/ / Zujdadt (5.5)
o het o Jum i
T T m T m
S/ /ngodxdt—i—/ / Llwdadt—FZ(dj—d)/ / uiAgodxdt—l—/Zwj(a:)go(m,O)dm.
0Ja 0JM = 0J0 Q55

Then, there exist constants C, Cy >0, depending on Ly, d, o1, w1, ..., Wy, di, ..y s
and at most exponentially on T', such that

m T m T m
5/ Zuj(x,T)dx—i-/ / ZujdadtSC’l—&—Cg/ /Zujdxdt. (5.6)
Q= o JM 0 Jajio

Now, return to (5.1), and integrate both sides in ¢ to obtain

m
/Zuj(x,t)dx (5.7)
Qo
+ m t m m
<L, //Zujdde/ / > wjdodt + M| + Q) +/ij(m)dac.
0o Jajig o JM i Q55

The second term on the right hand side of (5.7) can be bounded above by L; times
the right hand side of (5.6). Using this estimate, and Gronwall’s inequality, we
can obtain a bound for fOT Jo 2oj2, ujdadt that depends on T'. Placing this on
the right hand side of (5.6) gives a bound for [, Z;”:l u;j(z,T)dz that depends on
T. Applying this to the second integral on the right hand side of (5.1), and using
Gronwall’s inequality, gives the result. O

Lemma 5.3. Suppose that (Vn), (Vr), (Vop) and (VL) are satisfied, and w is the
unique, componentwise nonnegative, maximal solution to (1.1). If 1 < p < oo and
T = Thae < 00, then ||ullp.ar and ||ullp r, are bounded.

Proof. Note that (V1) implies (V71), and consequently, we can make use of our
previous lemma. Consider the functional

L(t) = /QH 2 (u(z,t))dx

where H,, (u(x,t)) is given in Lemma 5.1 with p,, > 2 is a positive integer. It is
simple matter to prove that there are constant oy, ,, fp,, > 0 depending on the 0;
so that

Pm Pm
m

m
apm Z Z] S Hprn (Z) S ﬁpnl Z Z]
Jj=1 j=1

for all z € R". Now differentiating L with respect to ¢ yields

L'(t)= /Q O H,, (u)dz= /Q > 0w Hy, (u)%dz: /Q > 0w Hy,, (u)(diAu;+ F)da
=1 =1
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:/ Z@uinm(u)diAuidqu/ Z@uinm(u)Fi(u)dx
Q=1 Q=1

Using Green’s formula, we get

L'(t) :/QZ 8uinm(u)diAuidx+/QZ Ou; Hp,, (u)F;(u)dx
i=1 i=1

:/ E 8uidinm(u)8nuidS—/ ((drfz—djaujuinm(u)) >V
M Q 1<4,j<m,
4[> 00y, (0F (s,
Qi1

-Vdx

for p1 =0,...,p2,p2=0, ..., p3, o0, Pm—1=0, ..., P, —2 and V = (Vuy, Vg, ..., Vi, )t

So,
d; +d;
L/(t)+/ (( J; Jﬁujuinm(u)> )V
Q 1<i,5<m

_ / S Ou,diHy, (w)Dyuids + / S O, Hy,, () F(u)da
M =1 Q=1

Vi (5.8)

From Lemma 5.1, we know

Pm—1 D2 2
2 2 2
= R Pm—1_ pigp1s . gPl-D p@i+1)?  p(Pm-1)+1)
Ou; Hp,, (1) =pm, E : E :Cpm—l Cr 01 0,210 e(m—l)
Pm—-1=0 p1=0
% upl upz—Pl A u(p‘m._l)_pm—l
1 "2 m

As a result,

/Q > 0u,Hy,, (0)Fi )

Pm—1 P2

= . Pm—1 P1,,P1, P2=P1 o Pm—1—Pm_1
_/ Pm Z Z C;Dm—l sz Uy U un:n "
Q

Pm—1=0 p1=0

m—1 m—17—1 m—1
41 2 2m—1 i1 2 i2
< [ TLer Y mew+ 3 TTer™ [Lo% " Fiw) + T 07 Finlu) | da
=1 7j=2 k=1 =7 1=1

Pm—1 p2

= Pm—1  (0P1,P1P27P1 4 Pm—1=Pm—1
—/ Pm E E Cpry - Cpiuy uy ubm m
Q

Pm—1=0 p1=0

m— i+1)2 m—177i—1 pgpr>" " (ps+1)?
I oty i ) YA |
x WEWHZ g Fy(w) + Fin(u)
i=1 Y j=2 i=1 Y
m—1
X GfiQd:c
i=1
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Pm-—1 P2

= Pm—1 Yp1,,P1,,P2—P1  ,Pm—1—DPm_1
N S S e

Pm—1=0 p1=0

m—1 e(pi+1)2 m—1m—1 e(pi+1)2 m—1

x R+ Y [ e Fy(w) + Fulw) | [ 07 de. (5.9)
i=1 07 §=2 i=j 07 i=1
Therefore,
/ S 0, Hy, (u) Fi(u)de
2=
Pm—1

< A Pm Z

Pm—1=0 p1=0

gﬁ/ﬂ <§u>pl X <l—|—§:ui> :ﬁ/ﬂ <1+iui>pm da

D2 m
R S e/ RO Y.L e NP O .
C'pm_l C'p2 Uy Uy ubm m 1+ U dx

i=1

=1

<Ly, / (1 + Zﬁm) dz. (5.10)
Q i=1

A similar calculation for G;(u) implies that for an appropriate choice of ¢,,, and
L,, >0 we get

L'(t) + cp,, / Z \Vu;-%mﬁdm <L,, / Zuﬁmda —l—/ Zug-“”dx +1
0 j=1 M j=1 2j=1

(5.11)
From equation (2.25) on page 49 of [8], there exists constants c,,, and M; > 0 such
that

C
lellaany < =5 IVullpa@) + Millullzs o)- (5.12)

Pm
Now, replacing u by u;* , we get

m m m
me/ Zu?mda < Cp—m/ Z|Vuj%|2dx+M1/Zu§mdm. (5.13)
M= 2 Jai o5

As a result, combining this with (5.11), we have

L/(tH% /Q ZWU?WIS (Lp, + M) /Q S ubrdr | + Ly, (5.14)
j=1 j=1

Now, we make use of to Lemma 3.3 to conclude there is a constant Ms > 0 such
that

m m P m Pm
(me+M1+1)/ Zugmdxg%i/ S VU Pty > </ ujdx> . (5.15)
QjZl 2 Qj:l j=1 Q

Combining (5.15) with (5.14) and our L, estimates gives the existence of M3(t) > 0
dependent on a(t) in Lemma 5.2 such that

m

L'(t) =Ly, + M, Z_: (/Q ujdx)pm - /Q iuﬁmdas < Ms(t) — ayp, L(t)  (5.16)
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for all t > 0. Consequently, L(t) is bounded for bounded ¢. Furthermore, if a(2) is
uniformly bounded in Lemma 5.2, then there exists M3 > 0 such that M;5(t) <
for all £ > 0, and

3
M.
L(t) < L(0) exp(—ay,, t) + —> (5.17)
ap,,
for all ¢ > 0. Regardless, this gives L,, (£2) estimates on u(-,t) for each p, > 1,
and these estimates are independent of ¢ if a(t) is uniformly bounded in Lemma
5.2. This inequality gives uniform L, () estimates on w for each p,, > 1. Now
return to (5.11). This time, use the fact that there is a constant My > 0 so that

(L, + 1)/ > ubmdo < c,,m/ 3 [Vt Rz + M4/ > ubmdz  (5.18)
M5 Qi Q5

to obtain
L'(t) + / > ubmdo < Ly, + (Ly,, + Ma) / > ubmda. (5.19)
M Q"
j=1 j=1

Integrating both sides over the time interval (0, Tynax), and using the bounds derived
above, gives an Ly, (M x (0,Tmax)) estimate on u for each p,, > 1. O

Proof of Theorem. 2.5: From Theorem 2.3, we already have a componentwise non-
negative, unique, maximal solution of (1.1). If T} .x = 00, then we are done. So, by
way of contradiction assume Tiax < 00. From Lemma 5.3 , we have L, estimates
for our solution for all p > 1 on Q x (0, Tynax) and M x (0, Tiyax)- We know from
(Vpoly) that the F; and G; are polynomially bounded above for each i. Then pro-
ceeding as in the proof of Theorem 3.3 in [15] with the bounds from Lemma 5.3 we
have Tyax = 0. O

Lemma 5.4. Suppose that (Vy), (Vg), (Vop) and (VL) are satisfied, and u is
the unique, componentwise nonnegative, global solution to (1.1). If |u(-,t)|l1,q s
bounded independent of t > 0, then |[ullp o x(r,r4+1) and [[ul|p rrx (r,r+1) are bounded,
independent of T > 0, for each p > 1.

Proof. The proof of Lemma 5.3 can be adopted to obtain this result by recalling the
estimate (5.17) for all £ > 0 in the case when |u(-,%)||1,o is bounded independent
of t > 0. This provides a uniform estimate for the integral on the right hand side
of (5.19), and consequently, if we integrate (5.19) on (7,7 + 1), then we obtain an
estimate for |lul|,,. .arx(r,r+1) independent of 7 > 0, for each p,, > 1. The result
follows. O

Proof of Theorem. 2.6: Now, we convert these L,, estimates obtained in Lemma 5.3
to sup norm estimates. For that purpose let 7 > 0 and define a cut off function
¥ € CP(R,[0,1]) such that p =1 for allt > 7+ 1 and ¢(t) =0for all t < 7. In
addition, define ;(x,t) = 1 (t)u;(z,t). From construction 4;(z,t) = u;(x,t) for all
(x,t) € M x (T1+1,7+2) and (x,t) € Q x (T + 1,7 + 2) respectively. Also, the a,
satisfy the system

Wi — el 9/ (O + YOF(w) (1) € Qx (1,7 42) for i = 1,.m
di% = (1)Gi(u) (z,t) e M x (1,7 +2)fori=1,...,m
n

u=0 (2,00 € Qx T (5.20)
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From (Vpoly), F' and G are polynomially bounded above. Also, we have estimates
for each of |[¢'u; + Y Fi(u)|p.ox(rri2) and [[Y0Gi(w)|lparx(r4+r+2) independent of
7 > 0, for each 1 < p < co. Therefore, from Theorem 3.2, if p > n + 1, then 4 is
sup norm bounded on © x (7,7 + 2), independent of 7. The result follows, since
i(x,t) = u(x,t) when 7+ 1 <t < 7+ 2. O

6. Examples.

Example 1. We start with an example to illustrate the use of Theorem 2.4. To
this end, consider the system

uy, = diAuy +usp(l —up)® z€Qt>0
Uy, = daAuy +uz(u; —1)° € Q,t>0

dl%:—u%ug xeM,t>0 (6.1)
I

dg%:u%ug xreM,t>0
o

u;(x,0) = w;(z) rei=1,2

where di,ds > 0 and w is sufficiently smooth and componentwise nonnegative. If

we define
4 3 2,2
_ (uz(1 =) _ ([ TUuY;
F(U) = (u%(UI . 1)3) and G(U) = ( u%u% y
for all w € R%, then we can easily see that (Vy), (Vr), (Vop) and (Vpay) are
satisfied. Also,

Fl(u)+F2(’LL):0 and Gl(u)+G2(U):0
Furthmore, it is a simple matter to conclude that

[ur]|oo < max {{wi o 0,1}

for all u € Ri. Consquently, we can apply Theorem 2.4 to conclude that (6.1) has a
unique, componentwise nonnegative, global solution. We remark that in this case,
we can obtain a bound for [Jus(-,t)||1,o that is independent of ¢ > 0 (by adding
the partial differential equations and integrating over ). It is possible to use this
information, along with the uniform sup norm bound for u; to modify the proof of
Theorem 2.4 to obtain a uniform sup norm bound for us.

Example 2. Here, we give an example related to the well known Brusselator.
Consider the system

uy, = d1Auy reNt>0

UQt:dgAUQ IGQ,t>O
0

dlﬂ:aug—ugul reM,t>0 (6.2)
on
0

dzain2 =B—(a+1)ug+udus z€MEt>0

ui(z,0) = w;(x) LAY



972 VANDANA SHARMA

where dy,d2, o, 8 > 0 and w is sufficiently smooth and componentwise nonnegative.

If we define
(0 _ Qg — udug

for all w € R2, then (Vn), (Vr), (Vop) and (Vpay) are satisfied with a3 > 1
and L, = max{f8,a - ai}. Therefore, Theorem 2.5 implies (6.2) has a unique,
componentwise nonnegative, global solution.

Example 3. We next consider a general reaction mechanism of the form
Ri+ R P

where R; and P; represent reactant and product species, respectively. If we set
u; = [R;] for i = 1,2, and uz = [P1], and let ky, k, be the (nonnegative) forward and
reverse reaction rates, respectively, then we can model the process by the application
of the law of conservation of mass and the second law of Fick (flow) with the
following reaction—diffusion system:

u;, = d;Auy ret>0,1=1,2,3
0
dlai’ﬂl :—ka1UQ+]€7-U3 xGM,t>O
0
dgaLnQ = —]{qul’(,LQ + k7-U3 T € M,t >0 (63)
8U3
d37:k‘fU1UQ—k‘TU3 re M,t>0
o
u;(x,0) = w;(z) reQi=1,23,

where d; > 0 and the initial data w is sufficiently smooth and componentwise
nonnegative. If we define

0 —kf’IL1UQ + k,v3
Fu)= 1|0 , G(u) = | —kfuiug + kyvs
0 kfulug — kyv3
for all u € RY, then (V), (Vr), (Vop) and (Vpey,) are satisfied. In addition, (V1)
is satisfied with L; = 0 since
1 1 1 1
§H1(z) + §H2(z) + H3(z) =0 and §F1(z) + §F2(z) + F3(2) =0

for all z € Ri. Therefore, the hypothesis of Theorems 2.5 and 2.6 are satisfied. As
a result (6.3) has a unique, componentwise nonnegative, uniformly bounded, global
solution.

Example 4. Finally, we consider a system that satisfies the hypothesis of the
Theorem 2.5, where the boundary reaction vector field does not satisfy a linear
intermediate sums condition. Let

Ult:dlAu $€Q7t>0
ug, = dyAu r€Qt>0
0
d]ﬂ = aulug — ulug x € M,t >0 (64)

on
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0

dgﬂ = ulu% —Bulug reM,t>0
on

u(z,0) = w(x) r€Eq

where di, ds, a, 8 > 0 and w is sufficiently smooth and componentwise nonnegative.

In this setting
Fu) = 0 Glu) = Qu U3 — uu3
—\0 ’ ~ \wgu3 — Buguf

for all w € R%. It is simple matter to see that (Vy), (Vr), (Vop) and (Vpey,) are
satisfied. Also, if a > 1 then

aFy(u) + F(u) =0 and aGi(u) + Go(u) < (ac — B)uy (ul —ul) < %ul

for all uw € R?.. Consequenty, (V) is satisfied. Therefore, Theorem 2.5 implies (6.4)
has a unique, componentwise nonnegative, global solution.
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