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Abstract. Thin film gauges (TFGs) are a promising candidate for measuring transient heat fluxes in the

applications involving very short duration of heating environment. They are basically resistance temperature

detectors (RTDs) having the capability of responding in the range of few microseconds. In the present study, a

silver thin film gauge (STFG) is fabricated and calibrated in-house with a view to assess the performance of

STFGs in dynamic environment. Convective heat load is supplied by a hot-air gun where the heated air jet

strikes the gauge and its response is obtained through voltage signal. Subsequently, the surface heat fluxes are

estimated by using one dimensional heat conduction modeling. The similar experimental environment is studied

to obtain the flow behavior of hot-air jet emanating into atmosphere by using numerical simulations. The self-

similar velocities are plotted as well as the interference of outer domain into the experiment parameters has been

studied. Ultimately, the surface heat fluxes obtained from various methods are compared to analyse the per-

formance of this hand-made STFG. This study reveals the ability of STFGs to be used in practical short duration

transient situations.
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1. Introduction

Heat transfer measurement in short duration time scale is

one of the difficult aspects due to the need for fast response

temperature sensors. Many impulse aerodynamic test

facilities do require measurements, where time scales can

go up to even milliseconds or less. It calls for the need of

fast response sensors for which the response time is fast

enough to trace the temperature variations [1–6]. Although

numerous sensors have been developed through decades,

yet there are only few specific categories of thermal sen-

sors, suitable for applications of highly transient environ-

ment. Thin film temperature gauge (TFG) is an efficient

candidate in these applications since they can respond in

microsecond durations due to their extremely small thick-

ness (*lm or nm). They are resistance temperature

detectors (RTDs) consisting of thin metallic films deposited

on the surface of insulating substrates [7, 8]. The resistance

of the gauge is formed by depositing high conducting

materials like platinum, nickel and silver (ink/paste/pow-

der/solid form) on the insulating ceramic substrates (such as

Pyrex/Macor). When the TFGs are exposed to transient

environments of rapidly changing temperature, the resis-

tance of the gauge changes which can be detected by

voltage variation provided the temperature coefficient of

resistance (TCR) of the gauge is known as a priori. The

measured time-dependent surface temperature of the gauge

with the known thermal properties of substrate material

allows the estimation of transient surface heat with appro-

priate heat conduction modeling [9–11]. These sensors have

the capability of measuring any kind of heat input and

therefore have been successfully implemented in aerospace

applications for capturing transient surface temperature

changes in a supersonic flight [12], surface temperature

determination over aerodynamic bodies in short duration

impulse facilities [13]. Their applications have been further

extended to in trace the pulsating variation of surface

temperature and heat flux in internal combustion engines

[14] and real-time measurement of electrolyte temperature

detector in a polymer electrolyte fuel cell too [15].

In thin film based transient temperature/heat flux mea-

surements in short duration time scales, the convective heat

loads are the dominant mode of heat transfer. There are

potential research areas in which the transient measure-

ments with TFGs can be extended to other modes of heat

transfer (i.e., conduction and radiation). At any case, the

calibration methodologies with all basic modes of heat

transfer are highly essential because they represent the

uncertainties in measurement of temperature and subse-

quent determination of surface heat fluxes in actual appli-

cations of these sensors. The radiation based dynamic

calibration techniques for such heat flux micro-sensors have*For correspondence
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been reported using heat lamp [16] and pulse laser source

[8]. In pure conduction mode of heat transfer experiments,

the temperature history and subsequent predictions of sur-

face heat fluxes have been reported for hand-made platinum

TFGs [17]. In order to justify the effectiveness of TFGs in

applications where the basic mode of heat transfer is

‘convection’, it is essential to calibrate such sensors in

similar environments. The objective of the study is to

devise a calibration method for TFG with respect to con-

vective mode of heating for short duration transient heating

environment. Thus, the implementation calibration method

of TFG for convection based heat transfer and development

of an experimental set-up are two important expected out-

comes of this study. In this backdrop, simple laboratory

experiments are designed in which a TFG is exposed with

heated air flow generated by a ‘‘hot-air gun’’ of known

wattage. The hand-made silver thin film gauge (STFG) of

adequate resistance is prepared with ‘pyrex’ as substrate

material. The experiments are carried out by exposing the

silver TFG to various known step heat load of known input

wattage, for the duration of 100 ms. Then, the voltage

signals are recorded due to change in temperature of air

flow past the TFG. The one-dimensional heat conduction

modeling is used to recover the heating loads for the

transient temperature data and then compared with the

known input heating loads. The numerical simulation

(ANSYS-Fluent v. 14.5) is performed in the similar

experimental environmental conditions, for same heating

loads to obtain the expected convective heat load. The

results of experiments and numerical simulation are com-

pared for evaluating the performance of this STFG. Details

of the experimental set-up, TCR estimation, experimental

procedure and data reduction are discussed in the following

sections.

2. Fabrication and static calibration of thin film

gauge

A typical thin film gauge is comprised of an insulator as a

substrate material painted or sputtered with a higher con-

ducting thin film (platinum/nickel) as the sensing surface.

In this particular application, STFGs are prepared with

pyrex substrate having 6 mm diameter and 10 mm long.

The thermal properties of the gauge and its substrate

materials are given in table 1 [18]. While preparing the

gauge, the surface of the substrate is smoothened with sand

papers of various grain sizes (initially with 200 and later

with 1000 grain size) and washed properly followed by

adequate heating in an oven to make it moisture free. Then,

thin films of silver paste are painted on the cleaned pyrex

substrate with additional silver stripes on each side of the

gauges to ease lead wire connections. Subsequently, the

gauges are baked in oven by gradual heating up to a desired

temperature (350�C) followed by cooling to room temper-

ature. The process of coating is repeated till the adequate

resistance across the thin film (10–100 X) is obtained. Since

the TFGs are powered by a constant current source, these

typical values of resistance help in measuring the signal in a

suitable voltage range. The resistance of the films is mea-

sured with a standard four-probe resistivity measurement.

The resultant resistance of the gauge depends on various

factors like film thickness, material quality, and effective

length of the film [18]. Electrical connections are made on

the additional silver stripes by soldering lead wires on them

and these lead wire connections are wrapped with ‘Teflon’

to secure them. The final resistance is measured with a

multimeter at the end of the connecting wires. The typical

STFG fabricated in-house with above procedure is shown

in figure 1(a) and its resistance is found to be 16 X.

Basically, the TFGs are the temperature detectors for

which the resistance increases with temperature rise in the

flow environment. This increase in resistance can be

interpreted as rise in voltage, if a constant current is applied

across the gauge. The current is used to activate the sensor,

as it is a passive device. Therefore, a voltage–temperature

relation can be made through a parameter ‘‘TCR’’ for a

particular TFG. Normally, the sensing element is chosen as

pure metal, for which a linear relationship can be obtained

between voltage and temperature. The thermal properties of

sensing material and the resistance of the thin film are the

important parameters which affect the TCR of the thin film

sensor. Mathematically, the linear relationship for resis-

tance Rð Þ at any arbitrary temperature Tð Þ can be repre-

sented as follows [19]:

R Tð Þ ¼ R0 1þ a T � T0ð Þ½ �: ð1Þ

Here, R0 is the initial resistance of the gauge at temperature

T0 and a is the TCR of the gauge. Since, TFGs need to be

activated using a constant current source, the resistance can

be converted to voltage form by using Ohm’s law and a can

be represented by following expression:

a ¼ 1

V0

V � V0

T � T0

� �

¼ 1

V0

DV

DT

� �

: ð2Þ

The voltage parameters V0 and Vð Þ represent the corre-

sponding voltage values at their respective temperatures

T0 and Tð Þ. It may be noted that the initial voltage is

obtained for a known resistance TFG by supplying a suit-

able current across the TFG. While choosing the initial

current, one has to careful about the fact that a measurable

voltage output is obtained without the self-heating of the

gauge.

Table 1. Thermal properties of TFG materials [18].

Material q (kg/m3) cp (J/kg K) k (W/m K)

Pyrex 2220 775 1.3

Silver 10,490 233 429
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The standard ‘‘oil-bath calibration procedure’’ is fol-

lowed for determination of TCR of the STFG [20]. For this

purpose, an empty beaker containing the gauge is kept

inside a silicon oil-bath and heat is supplied to the bath so

that the TFG experiences temperature change through the

hot air inside the empty beaker (figure 1b). Side by side, a

thermometer (Fluke Hart Scientific 1523 thermometers)

mounted in the beaker is used to monitor the temperature of

the hot air. The TFG and the thermometer are kept as close

as possible and the top of the empty beaker is covered with

aluminum foil in order to avoid any thermal gradient. The

TFG is energized by a constant current of 5 mA using a

source meter (Series 2400-903-01, KEITHLEY, Cleveland,

Ohio, USA). This value of current is sufficient to obtain a

measurable output by using the same source meter. Con-

sidering the fact ohmic self-heating of the gauge, the further

increase in current is avoided [18].

In the environment of oil-bath, the experiments are per-

formed and the readings from TFG are recorded in the same

source meter. The calibration curve for the gauge is shown

(figure 2), in which the voltage values are plotted against

temperature readings at an interval of 5�C, during heating

(30�C to 70�C) and subsequent cooling (70� to 30�C)

process. In order to check the repeatability of data, three

sets of reading are taken in the heating and cooling process

(figure 2a). Then, the average value of voltage at each

temperature is calculated and plotted in figure 2(b). Ideally,

a thin film sensor should follow the same resistance path

with increment and decrement of temperature. However,

during the process of heating and cooling, the temperature

of air increases initially followed by a decrease to original

value. But, the change in voltage inside the material does

not follow the same path because the internal field ‘lags’

behind the external field. This behavior results in loss of

energy, commonly referred as ‘‘hysteresis loss’’ due to

repeated heating and cooling. A linear trend is observed in

the heating and cooling curve and the average value of

slope of this curve is found to be 0.1548 mV/�C and

Figure 1. (a) Photograph of a silver TFG thin film gauge fabricated in the laboratory; (b) schematic diagram of oil-bath calibration

experiment.

Figure 2. Static calibration experiment: (a) voltage–temperature data during heating and cooling process; (b) determination of TCR.
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essentially the TCR of the STFG is calculated as 0.0026/�C

(Eq. 2). It may be noted that this value of TCR is compa-

rable to that of platinum TFG (0.0021/�C) as reported in the

literature [8]. However, during short duration experiments,

it is expected that a platinum TFG will respond faster as

compared to a silver TFG. It mainly depends on the factors

like film thickness, material property and purity of the

materials. At any case, the determination of TCR essen-

tially relates the voltage change corresponding to the tem-

perature change. The co-efficient of accuracy during

heating and cooling curves is 0.9787 and 0.9726, respec-

tively. It shows that the resistance of the gauge follows

temperature almost linearly during heating and cooling

process. Thus, the determination of TCR for a TFG enables

the user for inferring temperature data from the voltage

readings.

3. Dynamic calibration study

In most of the convective based experiments, the heat loads

are typically step/impulsive in nature prevailing for a very

short duration. Since, the TFGs have high response time,

they can be used for capturing short duration transient

temperatures for unknown convective heat loads. In order

to resemble the similar nature of heat load, a simple labo-

ratory experiment is designed for calibrating this STFG for

known heat load. Then, the transient temperature response

is recorded and subsequently used surface heat flux calcu-

lations with one-dimensional heat conduction modeling.

Further, the numerical simulation is carried out to deter-

mine the heat flux by imposing boundary conditions with

prevailing experimental parameters. This dynamic calibra-

tion essentially compares the recovery of the surface heat

flux obtained through the hand-made STFG and heat flux

predictions with various methods. The details of experi-

mental setup, computation methodology and numerical

simulations are discussed in this section.

3.1 Experiments with TFG for convective heat

load

One of the important objectives of dynamic calibration is to

expose the TFG in a heating environment of known heat

load and subsequently acquiring its temperature response.

For this purpose, the TFG is subjected to a step input heat

load from a ‘hot-air gun’ of known wattage (figure 3). This

instrument (Model: TGF 1500W) has a heater embedded in

it that supplies hot-air jet to the atmosphere while operating

in two modes (low and high). Based on manufacture’s

specification, it is supposed to generate a power of 1000 W

in ‘low mode’ while the rated power in ‘high mode’ is 1500

W. The gun has a nozzle of 20 mm diameter and generates

hot air at a constant flow rate. The TFG is fixed on a plate at

a distance of 10 mm from the exit of the nozzle with its

axis, aligned to the axis of the hot-air gun (figure 3). A

shutter is placed in front of the TFG that remains closed

unless full flow is achieved by the gun. Once the gun has

achieved full flow (nearly after 10 s) of starting it, the

shutter is immediately opened so that the hot air from the

gun can pass over the TFG surface as a jet. Subsequently,

the voltage data due to the temperature change on the

surface of TFG is captured for 100 ms duration (figure 4).

After the initial unsteadiness, the steady state voltage

variation is seen for about 50 ms. Thus, the heating load on

the TFG can be interpreted as a ‘convective step heat load’

prevailing for a duration of 50 ms. Prior to the experiment,

the rated power of hot-air gun is measured in the laboratory

by using the ‘wattmeter’ and its efficiency is found to be

90% leading to the powers of 750 W and 1350 W in low

and high mode, respectively. Based on these values, the

heat fluxes _qinð Þ are calculated based on area calculated

with the nozzle diameter of the hot-air gun (table 2). The

same source meter is integral part of TFG instrumentation

that supplies constant current (5 mA) as well as records

voltage readings at an interval of 0.4 ms. Then, the voltage

data is transferred through a terminal emulator (TeraTerm)

and connecting the source meter to the computer with serial

Figure 4. A typical voltage–time history from silver TFG during

hot-air gun calibration experiment.

Figure 3. Schematic diagram of hot-air gun calibration experi-

mental setup.
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communicator (RS-232). With several repeated trials of

experiments, the typical voltage signals captured from TFG

are shown in figure 4. It is seen that the gauge responds

immediately as the hot-air jet passes over it and the ‘time

constant sð Þ’ for both modes of operation are given in

table 2. Experimentally, it is calculated as the time taken by

the system to reach 63.2% of the full scale average [21].

The analytical method for the time constant of a sensor is

given by the following expression:

s ¼ qCv�V
hA

; ð3Þ

where q is density, Cv is thermal capacity, �V is volume, A is

surface area of the sensor and h is the convective heat

transfer co-efficient. Generally, the ‘‘time constant’’ is

measured by suddenly exposing the sensor to a step change

in temperature and the response of the sensor to step input

is recorded and time–temperature data during the step

change only is analyzed to calculate time constant. With

respect to this experiment, the known convective loads are

applied for smaller time scales (0.1 s) through hot-air gun

and the sudden change in temperature is monitored. Then

the convective heat transfer coefficient is calculated.

h ¼ q00

DT
: ð4Þ

With the known input power and temperature difference in

both the modes, the heat transfer co-efficient (using Eq. 4)

are calculated as 9051 W/m2K and 8686 W/m2K for high

and low modes, respectively. Considering film thickness as

120 lm, the time constants for low and high modes are

calculated as 33.8 ms and 32.4 ms, respectively (using

Eq. 3). Experimentally (table 2; figure 4), the values are

calculated as 35.8 ms and 35.2 ms for low and high modes,

respectively, which are quite close to analytical values.

The surface heating rates from transient temperatures in

short duration time scale can be recovered by using

appropriate one-dimensional heat conduction modeling

[4, 11]. Since the thermal penetration distance during

experimental run times is small compared to the linear

dimension of the gauge, the system can be modeled by

considering unsteady, linear conduction of heat in a one-

dimensional semi-infinite solid [11]. When substrate ther-

mal properties are treated as constant, the heat flux _qexp
� �

,

passing through surface is calculated from transient tem-

perature TSð Þ by using Duhamel’s superposition integral as

given below;

_qexp ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

qscsks

p

r

Z

t

0

dT s

dt

� �

1
ffiffiffiffiffiffiffiffiffiffi

t � s
p ds; ð5Þ

where qs; cs and ks are the density, specific heat capacity

and thermal conductivity of the substrate material, Ts is the

surface temperature from TFG and tis the time. A cubic

spline fitting is used to discretize the temperature signal

required for recovering heat flux (6, 7):

Ts sð Þ½ �CS¼ C1;i þ C2;i s� sið Þ
þ 1

2
C3;i s� sið Þ2þ 1

6
C4;i s� sið Þ3;

si � s� si�1; i ¼ 1; 2; . . .M

ð6Þ

where s ¼ St t is the scaled time and St is the scaling factor

which is considered as unity in this case. The co-efficient is

calculated as follows:

Cn;i ¼
dTn�1

s sið Þ
ds

ð7Þ

_qr sMþ1ð Þ

¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffi

qscsks

p

r

X

M�1

i¼1

Vi P
1
2

i �R
1
2

i

� �

�Wi

3
P

3
2

i �R
3
2

i

� �

þC4;i

10
P

5
2

i �R
5
2

i

� �

þ2

ffiffiffiffiffiffiffiffi

qck

p

r

VMP
1
2

M�WM

3
P

3
2

M þC4;M

10
P

5
2

M

� �

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

ffiffiffiffi

St
p

;

M¼ 1;2; . . .;J�1

where

Pi ¼ sM�1� si; Ri ¼ sMþ1� siþ1;

Fi ¼C1;iþC2;iPiþ
C3;i

2
P2
i þ

C4;i

6
P3
i ;

Vi ¼
dFi

dsMþ1

; Wi ¼
d2Fi

ds2Mþ1

ð8Þ

In order to use this equation (Eq. 8), it is desired to have

closed form solution of transient temperature data from

experimental signal. The polynomial equation using cubic-

spline method (Eq. 6) is used in the present work to dis-

cretize the temperature data for obtaining a closed form

solution [9, 11]. Using this procedure, the surface heat

fluxes are estimated from the temperature histories and are

Table 2. Convective heating experiments and heat fluxes estimation.

Convective

heating

gun mode

Time

constant

s (ms)

_qin

W
	

cm2
� �

_qexp

W
	

cm2
� �

_qn

W
	

cm2
� �

Deviation (%)
_qin� _qexp

_qin

� �

� 100

Deviation (%)
_qn� _qexp

_qn

� �

� 100

Low 35.8 287 196 278 32 29

High 35.2 430 415 411 4 1
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shown in figure 5. After the initial period, there is sudden

rise in surface heat flux and the rate of rise is faster when

the gauge experiences higher heat load. After the initial

transience, the average value of step surface heat flux

noticed for high mode is (415 W/cm2) whereas for low

mode is (196 W/cm2). The surface heat fluxes deduced are

shown in figure 5. In ‘low mode’ the rise in heat flux is

gradual (i.e. ‘ramp’) and in other case, there is a sudden rise

indicating ‘step’ heat load. This shows the capability of

TFGs for responding changes in temperatures in both cases.

However, the ‘step’ nature of heat load is more analogous

to situations in high enthalpy facilities where the test-flow

durations are 1 ms or less. In this short time scale, the

convective heat load is typically ‘step’ in nature so that

Eq. (5) can be used to obtain the time average values of

heat flux from the transient temperatures. In this case, the

values are calculated for both the mode of operations and

are compared in table 2. When compared with the input

heat flux values based on the nozzle area, the deviation is

seen to be larger (32%) in ‘low mode’ and smaller (4%) in

‘high mode’. It essentially means that the sudden rise in

convective heat load in short time is recovered more

accurately through this one-dimensional modeling based on

semi-infinite substrate assumption. The thermal penetration

of heat into the substrate becomes significant when there is

gradual rise in heat flux. Thus, the accuracy of predictions

of surface heat flux drops through one-dimensional heat

conduction modeling with semi-infinite assumption. The

other possible cause of source of discrepancy may be the

unaccountable convective losses even though sufficient

care has been taken during the experiments.

3.2 Numerical simulation

The aim of this investigation is to provide an insight about

flow parameters and estimate heat flux at the senor location

with prevailing experimental parameters. For this purpose,

an empty half-domain with appropriate dimensions is

chosen and experimental flow conditions are simulated for

transient incompressible flow in an axisymmetric geometry

(figure 6). Using the commercial package (ANSYS-FLU-

ENT v.14.5), the flow is simulated as an axial jet of heated

air entering to the domain. The inlet of the domain is

modeled in two parts; ‘inlet 1’ having a mass flow inlet of

0.0018 kg/s and ‘inlet 2’ with no mass flow (i.e. stagnant

atmospheric inlet at temperature of 25�C). The total mass

flow is considered only in the horizontal direction and any

vertical velocity is neglected at inlet. The mass flow rate

for ‘inlet 1’ is same for both modes of operation of hot-air

gun. But the inlet temperature is kept at 300�C and 500�C

for low and high mode, respectively. The width of the

‘inlet-1’ is chosen based on the nozzle radius

d ¼ 10 mmð Þof the hot-air gun while the choice of width of

‘inlet-2’ is arbitrary keeping in view that the upper

boundary is far enough to be effected by the nozzle flow

(figure 6). Also, a half domain is considered since the flow

is symmetrical along the horizontal axis and also to reduce

computation time. Thus, the computational half-domain

has a length of 300 mm with height of 160 mm while

maintaining symmetry along the axis. Uniform quad

meshing has been applied over the domain and the mesh

size is adapted as a result of mesh independent study. The

time step size had been fixed at 1 ms with the number of

steps as 100. The convergence criterion had been fixed at

10-6 with number of iterations as 50 per step. In order to

validate the simulation study in terms of accuracy, the non-

dimensional velocity profiles u=ucð Þ are plotted (figure 7a)

as a function of non-dimensional distance y=ydð Þ at dif-

ferent axial locations x=dð Þ. It replicates classical nature of
self-similar velocity profiles with ydð Þ as the half width of

the jet – the distance from the jet axis where velocity is half

the axial velocity ucð Þ. The present computation matches

well with the Gaussian type structure as reported in liter-

ature [22]. Further, the absolute values of velocity vectors

along axial distance are plotted in figure 7b. The jet

velocity of 10 m/s as modeled in ‘inlet 1’ in ‘high mode’

Figure 5. Surface heat history from recovered through one-

dimensional heat conduction modeling.

Figure 6. Computational domain for flow field simulation.
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seems to be unaffected till 50 mm from the axial distance.

As the axial distance increases, it interacts with the sur-

rounding air and the velocity gradient in vertical direction

becomes comparable to the axial velocity (figure 7b).

However, at the location of TFG during experiment (i.e. 10

mm in the axial direction), no significant entrapment of

atmospheric air is noticed. It further reconfirms the accu-

racy of the simulation for the present investigation and

resembles the behavior of classical velocity profile for a

hot-air jet expanding in atmosphere [22, 23]. The average

heat fluxes _qnð Þ at the senor location (10 mm) are estimated

to be 278 W/cm2 and 411 W/cm2, for low and high modes,

respectively (table 2). The deviation in terms of predictions

of surface heat flux is seen to be small (i.e. 5%) for higher

convective heat loads in short time scale. The accuracy of

prediction drops when time scale of experiment increases

for which there is gradual rise in convective heat load. It

essentially highlights the fact of effectiveness of TFGs for

inferring surface heat fluxes from transient temperatures in

short duration experiments.

4. Uncertainty analysis

In the experimental investigation, uncertainty assessment

deals with the accuracies involved in the instruments and

subsequently its effects in the global measurements. The

instruments used in the present investigations include ther-

mometer, source meter and hot-air gun and constant power

supply and as per manufacturers’ specification, the uncer-

tainty in these equipment’s are ±0.002�C, ±0.02% and

±0.12%, respectively. Sequential perturbation technique has

been used to calculate the uncertainty in this experiment [24].

The uncertainty value for TCR estimation is found to be

±0.25% and the uncertainties involved in temperature and

heat flux are ±0.3% and ±0.4%, respectively.

5. Conclusion

The performance of a STFG fabricated in-house is analysed

by exposing it in a convective heating environment. The heat

load resembles the nature of a ‘step’ in which the hot air flow

prevails over the TFG for 100ms. TheTCRvalue of this RTD

type sensor is obtained through oil-bath calibration experi-

ment and is found to be 0.0026/�C. The convective experi-

ments are performedwith a hot-air gun of knownwattage and

voltage histories are obtained from the TFG. With the

knowledge of TCR, the temperature history is obtained. The

transient surface heat flux is recovered from the temperature

history by using one-dimensional heat conduction modeling.

Further, the numerical investigation is carried out under

prevailing experimental conditions in an empty domain. The

self-similarity profile of velocity verifies the accuracy of the

simulation and the heat flux is computed. The results from all

these investigations are compared critically and they show a

good agreement with reasonable deviation of 4% in ‘high

mode’ and 32% in ‘low mode’ of hot-air gun operation. This

study reconfirms the ability of thin film gauges for their

usages in practical purposes to recover convective heat fluxes

in short duration transient experiments.
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