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Abstract. The past few decades have witnessed an intensive research on optical

character recognition (OCR) for Roman, Chinese, and Japanese scripts. A lot of work

has been also reported on OCR efforts for various Indian scripts, like Devanagari,

Bangla, Oriya, Tamil, Telugu, Malayalam, Kannada, Gurmukhi, Gujarati, etc. In this

paper, we present a review of OCR work on Indian scripts, mainly on Bangla and

Devanagari—the two most popular scripts in India. We have summarized most of the

published papers on this topic and have also analysed the various methodologies and

their reported results. Future directions of research in OCR for Indian scripts have

been also given.
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survey on OCR.

1. Introduction

Optical character recognition is a process of automatic computer recognition of optically scanned

and digitized character images to produce an electronic text document. Several optical charac-

ter recognition (OCR) systems are available commercially in the market (Fujisawa 2008). OCR

is widely used to convert books and documents into electronic files (Sarkar 2006), to automate

record-keeping in an office (Doucet et al 2011), or to publish the text on a website (Zagoris et al

2006). It can thus contribute immensely to the advancement of automation processes and can

improve the interface between man and machine in many applications. OCR makes it possible

to edit the text, search for a word or phrase (Kumar et al 2007; Rodriguez-Serrano & Perronnin

2009), store it more compactly, display or print a copy free of scanning artifacts, and apply tech-

niques such as machine translation (Genzel et al 2011), text-to-speech conversion (Bahrampour

et al 2009), and text mining (Fuentes et al 2010). OCR is, therefore, one of the most contem-

porary and challenging areas of pattern recognition and more specifically in document image
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analysis. Some practical application potentials of OCR systems are: (i) processing cheques with-

out human involvement, (ii) reading aid for the blind, (iii) automatic text entry into the computer

for desktop publication, library cataloguing, health care, and ledgering, (iv) automatic reading

of city names and addresses for postal mail, (v) document data compression, and (vi) natural

language processing.

Various designers have been actively involved in developing perfect optical character recogni-

tion (OCR) systems (Mantas 1986; Govindan & Shivaprasad 1990; Mori et al 1992; Plamondon

& Srihari 2000); still the state-of-the-art accuracy levels have room for improvement. Research

related to pattern analysis for document images has been active since 30 years (Nagy 2000).

OCR work is under progress for many Indian scripts (Jayadevan et al 2011; Kannan 2009;

Pal & Chaudhuri 2004). Now-a-days importance is given to bilingual (Chaudhuri & Pal 1997;

Jawahar et al 2003; Lehal & Bhatt 2000; Mohanty et al 2009) and multi-lingual OCR

(Aradhya et al 2008). With the growing interest in digital libraries, the problems of large scale

classification, recognition, and indexing of document images, have become very important.

In this paper, we present a review of the different works on OCR for Indian scripts, mainly

Bangla and Devanagari. Most of the articles published before the year 2000 have been reported in

the survey done by Pal & Chaudhuri (2004). We endeavour to provide a comprehensive survey of

OCR work on Bangla and Devanagari scripts published from the year 2000 onwards. Our survey

encompasses work related to the recognition of printed characters and numerals, handwritten

characters, handwritten numerals, mixture of printed and handwritten characters, and compound

(also known as ‘conjunct’) characters. We give a comparison of all the reported methods in

tabular form. The comparison is done with respect to feature set, classifier, and reported accuracy

rate. This analysis indicates how the research trend has evolved over the years, summarizes the

various techniques being applied for classification, and highlights the shortcomings of existing

OCR systems. We also survey the different post-processing schemes which have been used for

improving the performance of OCR systems.

This paper is organized as follows. Section 2 describes the basic properties of Bangla and

Devanagari scripts. Section 3 describes the several reported OCR techniques for both the scripts.

Section 4 compares the various OCR systems. Various character segmentation approaches

have been discussed in section 5. In section 6, we indicate the different post-processing tech-

niques used in OCR systems. Section 7 highlights some of the open problems for Bangla and

Devanagari OCR. Conclusions are provided in section 8.

2. Properties of Bangla and Devanagari scripts

India is a multi-lingual country. There are 22 languages recognized by the Indian constitu-

tion (Cons-India 2007). These are: Assamese, Bangla, Bodo, Dogri, Gujarati, Hindi, Kannada,

Kashmiri, Konkani, Maithili, Malayalam, Manipuri, Marathi, Nepali, Oriya, Punjabi, Sanskrit,

Santhali, Sindhi, Tamil, Telugu, and Urdu. There are twelve Indian scripts−English, Bangla,

Devanagari, Gujarati, Gurmukhi, Kannada, Malayalam, Oriya, Tamil, Telugu, Kashmiri, and

Urdu (Pal & Chaudhuri 2004). Devanagari script is used for Hindi, Sanskrit, Marathi, Rajasthani,

and Nepali languages, and Bangla script is used for Bengali, Assamese, and Monipuri languages.

In this section, we describe the basic structural characteristics of characters in Bangla and

Devanagari scripts. These script-specific characteristics play an important role when designing

an OCR system.
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(i) The character set is divided into two categories: basic and compound characters. Basic char-

acters are the collection of vowels and consonants. Bangla has 11 vowels and 39 consonants

(figure 1a). Most vowels take one or more calligraphic shapes which may be connected to

the consonants at various positions. When a vowel is added to a consonant the shape of the

vowel is changed and the changed character is called a modified character (figure 2). When

a vowel appears at the beginning of a word it keeps its original shape. Devanagari script is a

logical composition of its constituent symbols in two dimensions. It is an alphabetic script.

Devanagari has 11 vowels and 33 simple consonants (figure 1b) (Bansal & Sinha 2001).

Besides, there are a set of vowel modifiers and pure-consonants (also called half-letters)

(a) Bangla

(b) Devanagari

Figure 1. Bangla and Devanagari basic character set. The first 11 characters are vowels and remaining

are consonants.

Figure 2. Vowel modified characters of Bangla script.
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which when combined with other consonants yield conjuncts (Pal & Chaudhuri 2004). The

vowel modifiers may be placed to the left, right, above, or at the bottom of a character or

conjunct. The writing mode in both the scripts is from left to right. There is no concept of

upper/lower case in these scripts.

(ii) In some situations, a consonant following (or preceding) another consonant is represented

by a modifier called consonant modifier. In this case, the constituent consonants take mod-

ified shapes, such as (Reph), (Ra-phala), and (Ya-phala), as shown in figure 3. In

Ya-phala and Ra-phala, the second of the two consonants joined together are (Ya) and

(Ra), respectively, whereas in Reph, the first one is Ra. As in the case of vowel modi-

fiers, the Reph, Ra-phala, and Ya-phala appear to the top, below, and right of the associated

consonant, respectively.

(iii) In addition to the modification of basic characters by vowel or consonant modifiers, two or

three consonants may also get combined into a complex shape. Sometimes the shape of the

compound character is so complex that it becomes difficult to identify the constituent con-

sonants. There are more than 250 such complex shapes in Bangla (Chaudhuri & Pal 1998).

A subset of such compound characters is shown in figure 4. They can appear alone or attach

vowel modifiers with them, thereby making a four-fold increase in the number of shapes.

Normally, the shapes of the compound characters are quite different from the shapes of the

constituent basic characters. Further, the shapes of some compound characters resemble so

closely that it is often difficult to identify these characters without analysing the context,

especially for handwritten documents. Despite the existence of so many compound char-

acters, their frequency of appearance in any text page is much lower than that of basic

characters. It is worth to note that out of this large collection of compound characters, some

Figure 3. Consonant modified characters of Bangla script.

Figure 4. A subset of compound characters. (a) Bangla; (b) Devanagari.



Survey on OCR for Bangla and Devanagari scripts 137

Figure 5. Different zones of Bangla text line.

are rarely used and some have become obsolete. Moreover, to simplify the complex shapes

of compound characters, West Bengal Bangla Academy (BAN-ACA 2011) has introduced

some new types of shapes to represent them. Nowadays, these simplified shapes of com-

pound characters are used in Bangla textbooks. However, many newspapers and publishing

houses do not always follow these new standards, as common people are still more comfort-

able with the old style of writing of Bangla compound characters. All these modifications

add newer variations in handwritten character patterns, leading to further complexities in

OCR of handwritten Bangla compound characters.

(iv) It is noted that most of the characters have a horizontal line (headline) at the upper part. In

Bangla, this headline is called mātrā and in Devanagari, it is called shirorekhā. The exis-

tence of headline makes the problem of character segmentation more difficult. OCR systems

have to segment the word into individual characters (Bansal & Sinha 2002; Chowdhury et al

2008; Ma & Doermann 2003; Pal & Datta 2003). Moreover, the vowel modifiers may not

follow the left-to-right alphabetic sequence in a word. In addition, some modifiers (such as

O-kar, ) have two components, one to the left and the other to the right of the concerned

consonant. The OCR system has to take care of such modifiers. It becomes difficult when

one component is correctly recognized but the other is not.

(v) Each text line is divided into three zones: upper, middle, and lower. Upper zone contains

the shape of a character above the headline, middle zone contains the shape in between

the headline and the baseline, and lower zone contains the shape below the baseline

(figure 5) (Chaudhuri & Pal 1998).

3. Related work on OCR for Bangla and Devanagari scripts

In this section, we report various OCR systems for Bangla and Devanagari scripts. This sec-

tion is divided into five parts: (i) printed character and numeral, (ii) handwritten character, (iii)

handwritten numeral, (iv) mixture of printed and handwritten text, and (v) compound character.

In this survey, we review the work dealing with the recognition of only the offline handwritten

characters/numerals.

3.1 Printed character and numeral recognition

The first complete OCR on printed Bangla documents was proposed by Chaudhuri & Pal

(1998). In this method, text digitization, noise removal, skew detection, and correction are done

as part of preprocessing. The text documents are segmented into lines, words, and characters

using horizontal–vertical projection profile analysis and headline removal techniques. They have

used eight stroke-based features and a filled-circle feature for character and dot representation,
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respectively. The feature-based tree classifier is used for recognizing basic and modified

characters, and template matching is used for compound character recognition.

Sural & Das (1999) have used the concept of fuzzy sets for recognizing Bangla script. They

have defined fuzzy sets on the Hough transform of character pattern pixels from which additional

fuzzy sets are synthesized using t-norms, i.e., intersections on the basic fuzzy sets. A multi-layer

perceptron (MLP) classifier, trained with a number of linguistic set memberships derived from

these t-norms, can recognize characters of Bangla scripts by their similarities to different fuzzy

pattern classes.

Mahmud et al (2003) have taken care of recognizing isolated as well as continuous printed

multi-font Bangla characters. Preprocessing involves segmentation at various levels, noise

removal, and scaling. Freeman chain code (Freeman 1974) has been computed from the scaled

character which is further processed to obtain a discriminating set of feature vectors for the

recognizer. Classification is done using feed-forward neural network.

Majumdar (2007) has used digital curvelet transform and K -nearest neighbour classifier for

recognizing Bangla multi-font basic characters. The curvelet transform is used for feature extrac-

tion. The curvelet coefficients of an original image as well as its morphologically altered versions

are used to train a set of K -nearest neighbour classifiers. The output values of these classifiers

are fused using a simple majority voting scheme to arrive at a final decision.

Table 1 gives an overview of the system architectures of the Bangla OCR techniques for

printed character and numeral recognition. Next, we discuss Devanagari OCR systems.

The first complete OCR on Devanagari was introduced by Pal & Chaudhuri (1997). Character

segmentation is done using a process of headline deletion. A text line is divided into three hor-

izontal zones for easier recognition. Basic and modified characters are recognized by structural

feature based binary tree classifier and compound characters are recognized by using a hybrid

approach which combines structural and run based template features.

Dhurandhar et al (2005) have concentrated on the challenges due to the highly cursive nature

of Devanagari script seen across its diverse character set. In this method, the character is initially

subjected to a simple noise removal filter. Based on a reference coordinate system, the significant

contours of the character are extracted. The recognition of the character involves comparing these

contour sets with those in the enrolled database. Matching of these contour sets is achieved by

characterizing each contour based on its length, its relative position in the reference coordinate

system, and an interpolation scheme which eliminates displacement errors. To handle the similar

contour sets among few characters, a prioritization scheme is used which concentrates only on

those portions of character which reflect its uniqueness.

Kompalli et al (2005) have presented a neural network-based approach for character recog-

nition in machine printed, multi-font Devanagari text. Characters are segmented from words

using 3 stages which segment the ascenders, core components and descenders, respectively.

The shirorekhā is determined using the projection profile and run length. Structures above the

shirorekhā are isolated as ascenders. The average character height is used to predict a ROI which

is then examined using run-length analysis to separate the descenders from the core components.

Gradient features are used to classify segmented images into 74 classes: 4 ascenders, 2 descen-

ders, and 68 core components. A nearest neighbour classifier is used for classifying the ascenders

and descenders. The 68 core components contain 36 vowels and consonants and 32 frequently

occurring conjuncts. The core components are larger in number and are pre-classified into four

groups based on the presence of vertical bar(s). Four neural networks are used for classification

within these groups. Dictionary-based post-processing is carried out using a lexicon with 4291

entries generated from a Devanagari data set. The entry which gives the minimum Levenshtein

edit distance with the classifier output is taken as the corrected result.



Survey on OCR for Bangla and Devanagari scripts 139

T
a

b
le

1
.

E
x

is
ti

n
g

B
an

g
la

O
C

R
sy

st
em

ar
ch

it
ec

tu
re

s
fo

r
p

ri
n

te
d

ch
ar

ac
te

r
an

d
n

u
m

er
al

re
co

g
n

it
io

n
.

A
u

th
o

rs
P

re
-p

ro
ce

ss
in

g
In

p
u

t
P

at
te

rn
F

ea
tu

re
s

C
la

ss
ifi

er
P

o
st

-

p
ro

ce
ss

in
g

C
h

au
d

h
u

ri
&

P
al

(1
9

9
8

)
T

ex
t

d
ig

it
iz

at
io

n
an

d
n

o
is

e
P

ri
n

te
d

ch
ar

ac
te

rs
S

tr
u

ct
u

ra
l

an
d

D
ec

is
io

n
tr

ee
an

d
te

m
p

la
te

N
il

cl
ea

n
in

g
;

S
k
ew

d
et

ec
ti

o
n

te
m

p
la

te
fe

at
u

re
s

m
at

ch
in

g
cl

as
si

fi
er

s

an
d

co
rr

ec
ti

o
n

;
li

n
e,

w
o

rd
,

an
d

ch
ar

ac
te

r
se

g
m

en
ta

ti
o

n

S
u

ra
l

&
D

as
(1

9
9

9
)

S
k
ew

co
rr

ec
ti

o
n

an
d

n
o

is
e

P
ri

n
te

d
ch

ar
ac

te
rs

F
u

zz
y

fe
at

u
re

s
M

L
P

cl
as

si
fi

er
N

il

re
m

o
v
al

;
li

n
e,

w
o

rd
,
an

d

ch
ar

ac
te

r
se

g
m

en
ta

ti
o

n

M
ah

m
u

d
et

a
l

( 2
0

0
3

)
L

in
e,

w
o

rd
,
an

d
ch

ar
ac

te
r

P
ri

n
te

d
ch

ar
ac

te
rs

S
tr

u
ct

u
ra

l
an

d
ch

ai
n

N
eu

ra
l

N
et

w
o

rk
N

il

se
g

m
en

ta
ti

o
n

;
S

ca
li

n
g

an
d

co
d

e
fe

at
u

re
s

n
o

is
e

re
m

o
v
al

M
aj

u
m

d
ar

( 2
0

0
7

)
T

h
in

n
in

g
;

T
h

ic
k
en

in
g

P
ri

n
te

d
ch

ar
ac

te
rs

C
u

rv
el

et
co

ef
fi

ci
en

t
K

-n
ea

re
st

n
ei

g
h

b
o

u
r

N
il

fe
at

u
re

s
cl

as
si

fi
er



140 Soumen Bag and Gaurav Harit

Kompalli & Setlur (2006) have extended their work (Kompalli et al 2005) and presented a

comparison of OCR results with two different character segmentation approaches: rule-based

and recognition driven. The rule-based segmentation approach has the disadvantage that the

errors in the segmentation stage significantly reduce the classification accuracies. The sec-

ond approach uses the classifier to obtain hypotheses for word segments like consonants,

vowels, or consonant-ascenders. If the confidence of the classifier is below a threshold the algo-

rithm attempts to segment the conjuncts, consonant-descenders and half-consonants. Thus, the

classifier results are used to guide the further segmentation.

Kompalli et al (2009) have further improved the performance of Devanagari OCR by propos-

ing a recognition driven graph-based segmentation methodology and developing improved

language models for post-processing. Their method can segment horizontally or vertically over-

lapping characters as well as those connected along nonlinear boundaries into finer primitive

components. The components are then processed by a classifier and its score is used to deter-

mine if the components need to be further segmented. Multiple hypotheses are obtained for

each composite character by considering all possible combinations of the generated primi-

tive components and their classification scores. Word recognition is performed by designing

a stochastic finite state automaton (SFSA) that takes into account both the classifier scores

as well as the character frequencies. A novel feature of this approach is that it uses sub-

character primitive components in the classification stage in order to reduce the number of

classes, whereas, it uses N -gram language model based on the linguistic character units for word

recognition.

Table 2 gives an overview of the system architectures of the Devanagari OCR techniques

for printed characters and numerals. In the next section, we discuss handwritten character

recognition techniques for Bangla and Devanagari.

3.2 Handwritten character recognition

The main challenge in handwritten character recognition is the inherent variability in the writ-

ing style of different individuals. Rahman & Kaykobad (1998) and Rahman et al (2002) have

proposed a multi-stage classifier for handwritten Bangla character recognition. In the first stage,

high-level features are extracted and core-level classification is done. In the second stage, low-

level features are extracted for final classification. Five types of classifiers—template matching

scheme (TMS), binary weighted scheme (BWS), frequency weighted scheme (FWS), MLP

network, and moment-based pattern classifiers (MPC) are used for making this multi-stage clas-

sifier. Later, Rahman & Saddik (2007) have improved the performance by proposing a string

matching algorithm which can accurately recognize various strokes of different patterns (e.g.,

line and quadratic curve).

Bhowmik et al (2004) have introduced a recognition method using MLP classifier based on

stroke features. A large size database of Bangla handwritten character images is used for the

recognition purpose. A handwritten character is composed of several strokes whose character-

istics depend on the handwriting style. The stroke features are extracted and concatenated in

an appropriate order to form the feature vector of a character image. A variant of the back-

propagation algorithm (using self-adaptive learning rates) is used to train an MLP classifier for

classification.

Bhattacharya et al (2006) have proposed a method for recognizing handwritten Bangla char-

acters using MLP classifier. In this study, features are obtained by computing local chain-code

histograms of input character shape. This feature is computed for the contour and also for
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a skeletal representation of the input character image. In both the cases, a Gaussian filter is

used to down-sample the histogram feature before doing classification. Multi-layer percep-

trons trained by backpropagation algorithm are used as classifiers in this work. It is observed

that the contour representation performs better than the skeletal representation of character

images. Later, Bhowmik et al (2009) have improved the performance by using a classifier

based on support vector machine (SVM). They have designed a hierarchical classification archi-

tecture with SVM classifiers in order to achieve better accuracy. For a hierarchical classifier,

formation of groups of similar classes is necessary. Formation of groups is normally done

in an ad hoc manner. They have developed several formal grouping schemes on the basis

of the confusion matrix produced by supervised or unsupervised classification. Such a hier-

archical classifier with such grouping schemes can be useful for any large class recognition

problem. A comparative study is done among MLP, radial basis function (RBF) network, and

SVM classifiers for this recognition problem. SVM classifier is found to outperform the other

classifiers.

Basu et al (2009) have proposed a hierarchical method for handling handwritten word

(instead of isolated character) recognition for Bangla script. To improve the performance,

this approach deals with both segmentation and recognition of handwritten Bangla words.

The segmentation is done based on mātrā hierarchy. The classification is done using MLP

classifier with three types of topological features: longest run, modified shadow, and octant

centroid.

Pal et al (2009) have used histogram of directional chain code of the contour pixels of the

character image to recognize handwritten Bangla words. The classification is done by a mod-

ified quadratic discriminative function (MQDF). This method is developed for Indian Postal

Automation.

To handle large-scale shape variations in the handwriting of different individuals, Bag et al

(2011a) have proposed a method based on the structural shape of a character irrespective of

the viewing direction on the 2D plane. Structural shape of a character is described by different

skeletal convexities of character strokes. Such skeletal convexity acts as an invariant feature for

character recognition (Bag et al 2012). Longest common subsequence (LCS) matching is used

for recognition. They have tested the method on a benchmark dataset (ISI 2010) of handwritten

Bengali character images.

Table 3 gives an overview of the system architectures of the handwritten Bangla OCR

techniques. Next we discuss OCR systems for handwritten Devanagari characters.

Sinha & Mahabala (1979) have presented a template based OCR system for handwritten

Devanagari documents. The system stores structural description for each symbol of the Devana-

gari script in terms of primitives and their relationships. An input character is labelled with its

structural description and compared with the stored descriptions for recognition. Later, Sinha

(1987) has improved the performance by using spatial relationship amongst the constituent

symbols.

Sethi & Chatterjee (1977) have proposed an OCR for handwritten Devanagari characters.

They have used a set of simple primitives such as global and local horizontal and vertical line

segments, right and left slants, and loops, etc., with the consideration that all the characters

are looked upon as a concatenation of these primitives. For recognition, a multi-stage decision

process is used where most of the decisions are based on the presence/absence of positional

relationship of the primitives.

Verma (1995) has compared the MLP networks and the radial basis function (RBF) networks

in the task of handwritten Devanagari character recognition. The error backpropagation algo-

rithm is used to train the MLP networks. Experiments are carried out on 245 samples of 5 writers.
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The results show that the MLP networks trained by the error backpropagation algorithm is

superior in recognition accuracy and memory usage. However, the training time is considerably

longer compared to that of RBF networks.

Sharma et al (2006) have proposed a quadratic classifier-based scheme for the recognition of

off-line Devanagari handwritten characters and numerals. The features used in the classifier are

obtained from the directional chain code information of the contour points of the characters. The

bounding box of a character is segmented into blocks and the chain code histogram is computed

in each of the blocks. A 64 dimensional feature is used for recognition. These chain code features

are fed to the quadratic classifier for recognition.

Hanmandlu et al (2007b) have presented a scheme for recognition of handwritten Devanagari

characters based on the modified exponential membership function. The function is fitted to

the fuzzy sets derived from features consisting of normalized distances obtained using the box

approach.

Pal et al (2007a) have presented a system for the recognition of off-line handwritten characters

of Devanagari. The features used for recognition purpose are mainly based on the directional

information obtained from the arc tangent of the gradient. A 2 × 2 mean filtering is applied 4

times on the gray level image and a nonlinear size normalization is done on the image. The

normalized image is then segmented to 49 × 49 blocks and Roberts filter is applied to obtain a

gradient image. The arc tangent of the gradient is initially quantized into 32 directions and the

strength of the gradient is accumulated with each of the quantized direction. Finally, the blocks

and the directions are down sampled using Gaussian filter to get a 392 dimensional feature vector.

A modified quadratic classifier is used for recognition.

Singh et al (2009) have used neural networks for designing handwritten Devanagari OCR.

Gradient features are used. Feed forward MLP network with one hidden layer trained by

backpropagation algorithm is used to recognize handwritten characters.

Table 4 gives an overview of the system architectures of the handwritten Devnagari OCR

techniques.

3.3 Handwritten numeral recognition

Pal & Chaudhuri (2000) have proposed an automatic recognition scheme for unconstrained

off-line Bangla handwritten numerals. The technique does not require preprocessing steps like

thinning and normalization. Besides using topological and statistical features, a new set of fea-

tures has been formulated from the concept of water overflow from a reservoir. The direction of

water overflow, height of water level when water overflows from the reservoir, position of the

reservoir with respect to the bounding box of the concerned character and shape of the reservoir

are used in the recognition scheme. Decision tree classifier is used for the recognition.

Bhattacharya et al (2002a) have proposed an automatic recognition scheme for handwrit-

ten Bangla numerals using neural network models. A topology-adaptive self-organizing neural

network (TASONN) is used to extract skeletal shape (represented as a graph) from a numeral

pattern. Features like loops and junction points present in the graph are considered for classify-

ing a numeral into a smaller group. Within a group, MLP networks are used to classify different

numerals uniquely. Later, Bhattacharya et al (2002b) have introduced a modified TASONN-

based approach to improve the accuracy rate. They have used a hierarchical tree classifier to

classify handwritten numerals into smaller subgroups. Certain topological and structural fea-

tures like loops, junction points, and positions of terminal nodes are used. Recognition within

subgroups is performed by using MLP classifiers.
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Basu et al (2005) have presented an application of the Dempster–Shafer (DS) technique (Ng

& Abramson 1990) for combination of classification decisions obtained from two MLP-based

classifiers for recognition of handwritten Bangla numerals. Two feature sets, one containing

octant-based shadow and centroid features (Basu et al 2004), and another containing longest run

features are used to supply digit patterns to MLP classifier.

Table 5 gives an overview of the system architectures of the Bangla handwritten numeral

recognition schemes.

To recognize handwritten numeral of Devanagari script, Bajaj et al (2002) have proposed

a MLP-based system. Here the numerals have been represented using two types of features.

The first type provides coarse shape classification of the numeral and are relatively insensitive

to minor changes in character shapes. The second class of features tries to provide qualitative

descriptions of the characters. These descriptions encode intrinsic properties which are expected

to be invariant across writing styles and fonts.

Banashree & Vasanta (2007) have proposed a method for recognizing Devanagari numerals. A

global-based approach using end-points information is used for feature extraction. Classification

is done using a Neuromemetic model.

Hanmandlu et al (2007a) have used the same exponential membership function (Hanmandlu

et al 2007b) for handwritten Devanagari numerals. The function is modified by two structural

parameters that are estimated by optimizing the entropy subject to the attainment of membership

function to unity. The optimization strategy used is the foraging model of E.coli bacteria (Passino

2002).

Table 6 gives an overview of the system architectures of the handwritten Devanagari numeral

recognition techniques.

3.4 Mixed printed and handwritten character recognition

Dutta & Chaudhury (1993) have used neural network for printed and handwritten multi-font and

isolated alphanumeric Bangla character recognition. Characters have been represented in terms

of primitives and the structural constraints amongst those primitives. The primitives have been

characterized on the basis of significant curvature events like curvature maxima, minima, and

inflexion points observed along the characters. Classification is done using a two-stage feed-

forward neural network.

To recognize printed and handwritten Bangla numerals, appearing in documents like applica-

tion forms, postal mail, bank cheques, etc., Majumdar & Chaudhuri (2006) have proposed an

automatic numeral recognition method. In this method, pixel- and shape-based features are cho-

sen for recognition. The pixel-based features are normalized pixel density over 4 × 4 blocks in

which the numeral bounding box is partitioned. The shape-based features are normalized posi-

tions of holes, endpoints, intersections, and radius of curvature of strokes found in each block.

A multi-layer neural network architecture is used as classifier of the mixed class of handwritten

and printed numerals.

Bag et al (2011b) have proposed topological features (Bag & Harit 2011) to improve

the recognition performance for printed and handwritten Bangla basic characters. They have

detected the convex shaped segments formed by the various strokes. The convex segments are

then represented with shape primitives from a repertoire. The character is represented as a

spatial layout of convex segments. We formulate feature templates for Bangla characters. A

given character is assigned the label of the best matching feature template. Experiment is done
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on a benchmark datasets of printed and handwritten Bangla basic character images. Experimen-

tal results demonstrate the efficacy of the proposed approach. Table 7 gives an overview of the

system architectures of the mixed (printed and handwritten) OCR techniques.

To perform Devanagari character recognition of real life printed and handwritten documents

of varying size and font, Bansal & Sinha (2000) have proposed a method which uses a number

of knowledge sources and integrate them in hierarchical manner. These knowledge sources are

mostly statistical in nature, or in the form of word dictionary tailored specifically for OCR. The

character classification is done based on a hybrid approach. The decision for further segmen-

tation of an image box is based on the outcome of the classification process and the statistical

analysis of the width of the image box. Table 8 gives an overview of the system architecture of

this method.

3.5 Compound character recognition

One major difficulty to improve the performance of OCR system lies in recognition of compound

characters forming complex shapes. The research on Bangla compound character recognition

can be categorized into two parts: printed and handwritten. Chaudhuri & Pal (1998) have

proposed a template-based approach for printed Bangla compound character recognition. In

this method, stroke-based features and template-based classifier are used for the recognition

purpose.

Garain & Chaudhuri (1998) have proposed a normalized template matching technique based

on the idea of ‘run-number’ for printed Bangla compound character recognition. Run-number

vectors for both horizontal and vertical scanning are computed. This vector is invariant to scaling,

insensitive to character style variation, and more effective for complex-shaped characters than

simple-shaped ones. These vectors are used for matching within a group of compound characters

with respect to the centroid of the pattern.

Sural & Das (1999) have proposed a fuzzy feature-based multi-layer perceptron for the recog-

nition of printed Bangla compound characters. Hough transform is used to extract line- and

curve-based features such as, position and orientation of a straight line, length of the line in

terms of the number of black pixels lying on it from character images. A number of fuzzy sets

are defined with these extracted features. A three stage MLP classifier, trained with commonly

used compound characters, is used for character recognition.

To handle the complex shape of compound characters and writing style variability, Pal

et al (2007b) have proposed an off-line Bangla handwritten compound character recognition

method using MQDF classifier. The features used for recognition purpose are mainly based on

directional information obtained from the arc tangent of the gradient.

To perform recognition of handwritten Bangla basic and compound characters, Das et al

(2010) have used two different classifiers: multi-layer perceptrons (MLP) and support vec-

tor machine (SVM). Features used are based on shadow, longest run, and quad-tree. The

MLP classifier is used for recognizing different groups of characters. A confusion matrix is

prepared for the recognition results of the MLP classifier. Classes having a high degree of

mutual misclassification are further handled using an SVM classifier, which gives a better

accuracy.

Bag et al (2011b) have proposed topological features (Bag et al 2012) to improve the recog-

nition performance for printed and handwritten Bangla basic characters. They have detected the

convex shaped segments formed by the various strokes. The convex segments are then repre-

sented with shape primitives from a repertoire. The character is represented as a spatial layout
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of convex segments. We formulate feature templates for Bangla characters. A given character

is assigned the label of the best matching feature template. Experiment is done on a bench-

mark datasets of printed and handwritten Bangla basic character images. Experimental results

demonstrate the efficacy of the proposed approach.

Table 9 gives an overview of the system architectures of Bangla compound character

recognition techniques. Next, we discuss compound character recognition for Devanagari.

Bansal & Sinha (2001) have proposed a hybrid classifier-based complete OCR for real life

printed Devanagari text consisting of touching characters and compound characters in noisy

environment. A projection profile technique is used for character segmentation. The feature set

incorporates information about vertical bars, horizontal zero crossings, number and position of

vertex points, moments, and convexity and concavity of character strokes. Accuracy is improved

by using error detection and correction as post-processing. A dictionary-based word matching

technique is used for post-processing. An input word present in the dictionary is taken to be

correct. Otherwise they use some distance measurement techniques to find the best match for the

input word or generate aliases for the input word and look for an exact match.

To perform recognition of basic and compound Devanagari characters, an adaptive OCR is

introduced by Ma & Doermann (2003). The system includes script identification, character

segmentation, training sample creation, and character recognition. As part of script identifica-

tion, Hindi words are identified from bilingual or multi-lingual documents based on features of

the Devanagari script and using support vector machines. Identified words are then segmented

into individual characters. Composite characters are identified and further segmented based on

the structural properties of the script and statistical information. Segmented characters are rec-

ognized using generalized Hausdorff image comparison (GHIC) classifier. Post-processing is

applied to improve the performance. Table 10 gives an overview of the system architectures of

Devanagari compound character recognition techniques.

4. Comparison of OCR systems

In this section, we compare the various Bangla and Hindi OCR systems with respect to the

feature set formulated, the dataset and the classifier used, and the accuracy obtained. We have

organized the comparison into 4 sets of tables as given below.

Table 11 (Bangla), Table 15 (Devanagari) : for Printed character and numeral

Table 12 (Bangla), Table 16 (Devanagari) : for Handwritten character

Table 13 (Bangla), Table 17 (Devanagari) : for Handwritten numeral

Table 14 (Bangla), Table 18 (Devanagari) : for Compound character

These tables cite the work, indicate the feature set and the classifier used, provide the number

of output classes (#C) considered by the classifier, the size of the training set (#TRN) and the

size of the test set (#TST), and provide the reported accuracy. The table shows blank entries

if the authors have not reported any of these items. For example, if the classifier used is not

trainable then #TRN shows a blank entry. Next, we give a summary of the different feature sets

and classifiers used by the various OCR methods.

4.1 Feature sets

The performance of an OCR system depends highly on the feature set extracted from the char-

acter images. We have observed that 11 different feature sets have been used for Bangla and
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Devanagari OCR schemes. These are as follows. A major concern common to these features is

the robustness to shape variations and noise.

(i) Structural (Bhattacharya et al 2002a; Bhowmik et al 2004; Chaudhuri & Pal 1998; Dutta

& Chaudhury 1993; Sinha 1987; Verma 1995):

These features pertain to the structure of the character and its decomposition into

simpler primitives/components with necessary structural constraints for assembling the

primitives to compose the original structure. In the absence of explicit structural con-

straints these features cannot reconstruct the character. The simple structures could be

strokes such as dots, lines, curves, loops, etc. (Verma 1995) which can be characterized on

the basis of the significant curvature events like curvature maxima, curvature minima, and

inflexion points observed along their extent (Dutta & Chaudhury 1993). The primitives

could also be dominant vertical and horizontal strokes or curves (Bhowmik et al 2004).

Structural features are robust to distortion due to noise and are quite stable with respect to

font variations (Chaudhuri & Pal 1998).

(ii) Topological (Basu et al 2009; Bhattacharya et al 2002b; Sethi & Chatterjee 1977):

Topological features have the advantage that they are robust to shape deformations.

Commonly used features are loops, junctions, convexities, position of terminal nodes, etc.

(iii) Template (Chaudhuri & Pal 1998; Pal & Chaudhuri 1997):

Character recognition by template matching has the advantage that it does not require

preprocessing like thinning and pruning. However, such techniques are more sensitive

to font and size variations of the characters and hence are not suitable for character

recognition from noisy document images.

(iv) Fuzzy sets (Sural & Das 1999):

Fuzzy sets have the ability to model vagueness and ambiguity present in degraded

features which are commonly encountered in character recognition. Defining fuzzy

sets on structural characteristics of lines and curves imparts robustness to feature

extraction.

(v) Statistical (Bansal & Sinha 2000; Ma & Doermann 2003):

Statistical features are found to be effective in degraded documents where reliable

extraction of structural or topological features becomes difficult due to fading of some

black pixels. Statistical features perform well across various fonts.

(vi) Contour-based (Bhattacharya et al 2006; Dhurandhar et al 2005; Majumdar 2007;

Majumdar & Chaudhuri 2006; Pal et al 2009; Rahman & Saddik 2007; Sharma et al

2006):

The contour of the character provides much more information about character shape

than its skeleton (Bhattacharya et al 2006). The contour is pre-processed for noise removal,

segmented and directional information in the form of chain code histograms (Pal et al

2009) can be computed for the contour segments. Contours can also be characterized using

its length, and relative orientation (Dhurandhar et al 2005). Variations in fonts may lead to

changes in the positions of the contour edges. This can be handled by extracting curvelet

transform features from morphologically thinned and thickened versions of the charac-

ter (Majumdar 2007) and doing a majority voting with independent classification results

on the different versions.

(vii) Wavelet transform (Bhowmik et al 2009):

Wavelets have the multi-resolution property which offers the advantage of extracting

features from the pattern at multiple levels of decomposition. This makes the recognition

process invariant to the scale of the character.
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(viii) Sub-image decomposition (Das et al 2010; Garain & Chaudhuri 1998; Hanmandlu et al

2007a,b):

A character pattern can be partitioned into sub-images (or boxes) using quad-tree

decomposition or a uniform grid. The portion of the pattern within a sub-image is substan-

tially less complex and even simple features like shadow, longest run (Das et al 2010), and

vector distance (Hanmandlu et al 2007b).

(ix) Watershed (Pal & Chaudhuri 2000):

These features offer resilience to variations in writing styles in handwritten characters.

They are very effective, simple to detect and do not require preprocessing like thinning or

pruning.

(x) Gradient (Kompalli et al 2005; Kompalli & Setlur 2006; Pal et al 2007a,b; Singh et al

2009):

The gradient information from a character is generally summarized in the form of a his-

togram for several quantized directions. With appropriate noise pruning techniques these

features are fairly powerful in capturing the gross shape of a character.

(xi) Topology-adaptive self-organizing neural network (TASONN) (Bhattacharya et al 2002a):

The TASONN model allows weight vector update as well as topology update for the

network during learning. It has been used to obtain the graph representation of the input

character. The network is evolved through learning and provides a vector skeleton of the

numeral pattern, which essentially provides a planar straight line graph.

4.2 Classifiers

Like feature sets, classifiers also play an important role in OCR systems. Several different classi-

fiers have been used for Bangla and Devanagari character recognition. Some of the conventional

classifiers used are:

(i) Decision tree (Chaudhuri & Pal 1998; Pal & Chaudhuri 1997, 2000; Sethi & Chatterjee

1977; Sinha & Mahabala 1979): This classifier is used when there are features covering

different aspects and the classification can be done with binary decision rules indicat-

ing presence or absence of features (Chaudhuri & Pal 1998). Each stage of classification

(decision tree node) narrows down the choice regarding the class membership of the input

token (Sethi & Chatterjee 1977).

(ii) Neural network (Dutta & Chaudhury 1993; Kompalli et al 2005, 2009; Mahmud et al 2003;

Singh et al 2009): Neural networks have good learning and generalization abilities which

are necessary for dealing with imprecision in input patterns and perform satisfactorily in

the presence of incomplete or noisy data and they can learn from examples. The Multi-layer

perceptron (MLP) classifier (Das et al 2010; Sural & Das 1999; Bhattacharya et al 2002a,b,

2006; Rahman & Saddik 2007; Bhowmik et al 2004; Basu et al 2009; Bajaj et al 2002;

Verma 1995) has been very popular in character recognition.

(iii) Support vector machine (SVM) (Das et al 2010): Support vector machines construct an opti-

mal hyperplane by maximizing the margin of separation between the negative and positive

data set. They offer a very good generalization for two-class classification problems.

(iv) Quadratic classifier (Pal et al 2007a; Sharma et al 2006): This classifier has been found to

give better results than other classifiers like Bayes classifier, subspace method, etc. (Sharma

et al 2006). It constructs a quadratic hyper-surface as the decision boundary.

(v) Schema-based approach (Bansal & Sinha 2000, 2001): This approach uses diversified

knowledge sources for classification. The schema specifies the hierarchical structure of the
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classifier and provides the relative importance and role of different knowledge sources in

the hierarchy. The advantage of this approach is that the structure of the classifier can be

easily modified by modifying the schema.

(vi) K -nearest neighbor (Kompalli & Setlur 2006; Kompalli et al 2009; Majumdar 2007): The

k-nearest neighbour classifiers are simple to train and classify the input pattern feature using

the majority vote of its k nearest neighbours. It has been used with gradient, structural and

concavity features (Majumdar 2007). The minimum distance classifier (MDC) (Dhurandhar

et al 2005) is a form of the nearest neighbour classifier. It has been used for comparison of

contour sets and priority matching of portions of characters.

Apart from the conventional ones, some other classifiers have also been used for designing

Bangla and Devanagari OCR methods. These are as follows:

(i) Dempster–Shafer (DS) technique (Basu et al 2005): The DS technique is useful for

combining evidences available from independent knowledge sources. In the context of

character recognition these knowledge sources can be the classification decisions obtained

from different classifiers.

(ii) Generalized Hausdorff image comparison (GHIC) (Ma & Doermann 2003): The

Hausdorff distance has been widely used in computer vision to find a given template in an

arbitrary target image. The GHIC does not require any script specific parameters and can

be used in design of OCR for any script.

(iii) Modified quadratic discriminant function (MQDF) (Pal et al 2007b, 2009): The MQDF

classifier is less sensitive to the estimation of covariance matrix than the QDF employ-

ing the maximum likelihood estimate for the covariance matrix. It also achieves better

performance than QDF.

(iv) Radial basis function network (RBFN) (Verma 1995): The RBFN classifier has a shorter

training time compared to a MLP, but has a larger response time during actual classifica-

tion. However, they have been found to be slightly poorer in recognition accuracy than the

MLP networks.

(v) Stochastic finite state automaton (SFSA) (Kompalli et al 2009): The SFSA offers the

advantage of a unified framework to take into account both classifier scores and character

frequencies for performing word recognition. It has been used to combine the rule-based

script composition validity checking and a probabilistic n-gram language model into a

single framework.

(vi) Neuromemetic model (Banashree & Vasanta 2007): Memetic algorithms offer proficient

search methods for complicated spaces to find good local optima. This model has been

used for training the neural network. The local optimum in the error function obtained by

this function is superior to that obtained by the back-propagation based learning.

(vii) Bacterial-foraging strategy (Hanmandlu et al 2007a): This strategy is motivated by the

theory of natural selection. Bio-mimicry of foraging activities of Bacteria such as the

E. coli provides a robust algorithm for distributed non-gradient global optimization. It

does not require initialization of parameters or computing the derivatives of the opti-

mization function. It has been used to optimize the objective functions for estimating

the structural parameters of fuzzy membership functions to be used for Hindi numeral

classification.

(xiii) String matching (Rahman & Saddik 2007): These techniques represent the simple primi-

tive patterns in the character as string elements which when composed together according

to specified rules produce the complex pattern depicted by the entire string. Such a
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technique is effective because it is easier to recognize the simple primitives. Dynamic

programming is commonly used for string matching.

(ix) Fuzzy classification (Hanmandlu et al 2007a,b): Fuzzy classification allows to take into

account the variability in the writing habits, writing instruments, and the effect of noise,

by formulating appropriate fuzzy sets and membership functions.

The tables 11–18, summarizing the various works, also give an idea about the effectiveness

of the various features and classifiers. We have observed that similar features have been used

with different classifiers in different works. For example, Dutta & Chaudhury (1993) have used

structural features with neural network for Bangla OCR on printed characters. But, Chaudhuri &

Pal (1998) have used the same structural feature set with decision tree classifier and have reported

a better accuracy rate for the same type of OCR. The MLP classifier has been widely used with

feature sets (Basu et al 2009; Bhattacharya et al 2006; Bhowmik et al 2004; Rahman et al 2002)

for Bangla OCR. For recognizing handwritten Devanagari characters Pal et al (2007a) and Singh

et al (2009) have used the same gradient feature set with the quadratic classifier and the neural

network, respectively. An improved performance has been reported in the latter work. Sharma

et al (2006) have used a quadratic classifier with chain code features to classify Devanagari

handwritten characters and numerals.

Most of these works have reported character recognition accuracies as the fraction of the

number of correctly recognized characters to the total number of characters in the test sam-

ple. Some of the OCR systems (Mahmud et al 2003; Chaudhuri & Pal 1998; Sural & Das

1999) are complete in the sense that they accept the entire document page as input and per-

form text line extraction, word segmentation and character segmentation. For such systems the

final OCR accuracy also depends on the accuracy of word and character segmentation modules.

Incorrectly segmented characters are often misclassified by the OCR system. Some OCR mod-

ules (Pal et al 2009; Sinha & Mahabala 1979; Kompalli et al 2005, 2009; Pal & Chaudhuri 1997)

accept an entire word image as input and perform character segmentation prior to recognizing

the individual characters. Most other OCR systems accept isolated characters as inputs.

It is important to mention here that though we have showed the reportedrecognition accuracies

for the various cited works in tables 11–18, the performance and effectiveness of these systems

cannot be compared based on these figures because the training and testing datasets used by

these works were different. Research groups at Indian Statistical Institute, Kolkata, Jadavpur

University, Kolkata, CEDAR, Buffalo, Indian Institute of Technology Hyderabad, etc. have used

their own datasets. However, as yet there are no such benchmark datasets are available for Indian

scripts.

5. Character segmentation in OCR systems

The performance of OCR techniques depends on the quality of the scanned document. Due to

poor quality scanning and ink bleeding, it generally happens that neighbouring characters in the

scanned image touch each other. Character segmentation is a major challenge for such degraded

documents. Bishnu & Chaudhuri (1999) have proposed a recursive contour following method

for segmenting handwritten Bangla words into characters. Based on certain characteristics of

Bangla writing styles, different zones across the height of the word are detected. These zones

provide certain structural information about the constituent characters of the word. Recursive

contour following solves the problem of overlap between successive characters.
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Garain & Chaudhuri (2002) have proposed a method for segmenting the touching characters

in printed Bangla script. With a statistical study they noted that touching characters occur mostly

at the middle of the middle zone, and hence certain suspected points of touching were found by

inspecting the pixel patterns and their relative position with respect to the predicted middle zone.

The geometric shape is cut at these points and the OCR scores are noted. The best score gives

the desired result.

Pal & Datta (2003) have introduced a water reservoir based method for character segmenta-

tion. This method is effective in handling the shape variations in the writing style of different

individuals.

Roy et al (2005) have proposed an approach to skew detection, correction, as well as char-

acter segmentation for handwritten Bangla words. Segmentation points are extracted on the

basis of some patterns observed in the handwritten words. With these points a graphical path is

constructed using which both skew correction and segmentation are done.

Presence of mātrā in Bangla/Devanagari text often creates difficulty in handwritten char-

acter segmentation. Basu et al (2007) have used fuzzy features for identifying the mātrā

and the segmentation points on the mātrā. Sarkar et al (2008) have designed a MLP clas-

sifier with fuzzy features for segmenting isolated Bangla word images. This method avoids

unnecessary segmentation of connected sub-images due to the discontinuity or absence of

mātrā.

6. Post-processing techniques used in OCR systems

Post-processors are critically important to enhance the performance of language recognizers such

as OCRs, continuous speech recognizers, etc. They help to correct the errors in classification

and provide a more robust output from the language point of view. Post-processors are often

language-specific and exploit the special features of the language to get high performance. Post-

processing approaches based on language knowledge are applied for correcting the spellings

using a lexicon (Procter et al 2000) or using some syntax and semantic rules (Marti & Bunke

1999).

Statistical language models (SLM) (Zhuang et al 2004) are used to select the best sequence

from the candidate characters given by OCR systems. The most commonly used statistical lan-

guage model for an OCR system is the N -gram model (Kompalli & Setlur 2006). In this model,

the prediction of the next word depends on the previous n − 1 words. The probability function is

P(Wn|W1, W2, . . . , Wn−1), where W is a word and n is its number in the concerned sequence.

This model is simple, easy to implement, and performs well for predicting words. It works best

when trained with a large dataset.

Semantic lexicon (Kompalli et al 2005) is a dictionary of words labelled with semantic classes.

It is used as a post-processing tool in OCR for detecting words that have not previously been

encountered. WordNet (WordNet 2010), EuroWordNet (EuroNet 2010) are very popular seman-

tic lexicons for English and European languages. Zhuang & Zhu (2005) have proposed an OCR

post-processing approach that integrates language knowledge, and candidate distance informa-

tion given by the OCR engine. In this approach, a statistical language model and semantic

lexicon are combined, and candidate distance information is used to reduce the size of the search

space.

Very few works on post-processing for Indian language OCRs can be cited. Pal et al (2009)

have proposed a lexicon-driven post processing system for Bangla word recognition. Chowd-

hury et al (2011) have developed a weighted finite-state transducer (WFST) based language
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model for improving the character recognition for online Bangla handwriting. WFSTs are based

on the general algebraic notion of semiring (Kuich & Salomaa 1986). The semiring abstrac-

tion permits the definition of automata representations and algorithms over a broad class of

weight sets and algebraic operations. WFSTs, therefore, allow language models and recogni-

tion alternatives to be manipulated algebraically. Kompalli et al (2005, 2009) have used N -gram

language model for Devanagari printed character recognition. Error detection and correction

approach based on word dictionary has been used in Devanagari (Bansal & Sinha 2000, 2001;

Ma & Doermann 2003) for basic and compound character recognition in both printed and hand-

written text documents. Post processing techniques have also been applied for Gurumukhi and

Malayalam scripts. Lehal & Singh (2002) have proposed a post-processor for Gurmukhi OCR

where statistical information of syllable combinations in Punjabi language, corpora look-up,

and certain heuristics based on Punjabi grammar rules have been considered. Mohan & Jawahar

(2010) have proposed a post-processing scheme for Malayalam documents which uses statisti-

cal language models at the sub-character level to boost word-level recognition results. In this

method, a multi-stage graph representation is used to formulate the recognition task as an opti-

mization problem. Edges of the graph encode the language information, and nodes represent

the visual similarities. An optimal path from source node to destination node represents the

recognized text.

7. Challenges for Bangla and Devanagari OCR

Apart from the Bangla and Devanagari scripts, several interesting works have happened for

OCR of other scripts. For example, there have been works related to Roman and English

scripts (Cheriet et al 2009) and for few Asian scripts, such as Chinese (Ruwei et al 2007;

Su et al 2009; Wong & Chan 1998), Japanese (Kimura 2007), Korean (Kim & Kim 1996;

Kwon et al 1997; Oh & Suen 2002; Xu & Nagy 1999), and Arabic (Amin 1997; Khorsheed

2002). These OCR systems have used Gabor, vector, gradient, directional, and statistical feature

sets. The commonly used classifiers are SVM, MLP, MQDF, hidden Markov model (HMM),

contextual stochastic model, neural network, and rule-based classifier. The recognition tech-

niques are categorized as radical-based, stroke-based, and holistic approaches (Srihari et al

2007).

Several OCR works have also been reported for other Indian scripts, such as Tamil

(Kannan 2009), Malayalam (Rahiman & Rajasree 2009), Oriya (Chaudhuri et al 2002),

Telugu (Kumar et al 2011), Kannada (Ashwin & Sastry 2002), Gurmukhi (Lehal & Singh 2000),

Gujarati (Antani & Agnihotri 1999), etc.

We now highlight the challenges and open problems related to Bangla and Devanagari OCR.

These problems are unique to Bangla and Devanagari, and hence the solutions adopted by the

OCR systems for other scripts cannot be directly adapted to these scripts.

7.1 Intra-word and inter-word touching

Because of poor printing,neighbouring characters of a word may touch at unwanted places. In

certain printing styles, the words of a text line are undulated. In other cases, two neighbouring

text lines may touch each other. The OCR has to take care of these problems.



162 Soumen Bag and Gaurav Harit

7.2 Handling vowel modifiers

Both Bangla and Devanagari script have several vowel modifiers as discussed in section 2. The

proper recognition of vowel modifiers is an important task. The main challenge is to handle the

large number of characters (around 300) that are formed when the vowel modifiers combine with

the basic characters.

7.3 Varying shapes of compound characters

Standardization of Bangla character sets, especially the compound characters, is not yet com-

plete. Bangla academy and other institutions are advocating more transparent shapes (transparent

font). As a result, various conventional or transparent or combination of both fonts are being

developed and employed by the publishing houses. So, it has become a challenging problem

to make an OCR system work on a variety of books. Some examples of varying shapes for

compound characters are shown in figure 6.

7.4 Incorrect typos

Because of the cheap way of DTP (Desktop Publishing) printing by non-expert publishing team,

queer typographic errors are noted in some Bangla books. Presence of such texts confuses the

OCR algorithm. Some examples of such errors are shown in figure 7.

7.5 Robust feature set for bilingual and multilingual OCR

Since India is a multilingual, multi-script country, it is instructive to develop multi-script OCR

systems. Few bilingual (Chaudhuri & Pal 1997; Jawahar et al 2003; Kunte & Samuel 2007;

Philip & Samuel 2009) and multilingual (Aradhya et al 2008; Kae et al 2011) OCRs are reported

till date. But they have used different features for recognizing different scripts. There is a need

to develop robust feature sets for multilingual OCR.

Figure 6. Variation in the printing style of Bangla compound characters. The 3 characters in each row

actually designate the same character.
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Figure 7. Examples of incorrect typos.

7.6 Post-processing for error correction

Because of the structural complexities of Indian scripts, the character recognition module that

makes use of only the image information (shape and structure) of a character is prone to give

incorrect results. To improve the recognition accuracy rate, it is necessary to use language knowl-

edge to correct the recognition result. There has been a limited use of post-processing in Indian

OCR systems and more efforts are needed in this direction.

Apart from the above-mentioned problems, which directly pertain to the OCR systems, there

is a need for a major effort to address related problems like scene text recognition, restoration of

degraded documents, and large scale indexing and search in multilingual document archives.

8. Conclusion

In this paper, we have reported various works on OCR in two major Indian scripts− Bangla

and Devanagari. We have organized the review around works related to printed characters and

numerals, handwritten characters, handwritten numerals, mixed printed and handwritten charac-

ters, and compound characters. We have reported the research trends, compared the techniques

being used in the modern OCR systems, different data sets used in OCR systems, and indi-

cated the post-processing methods being used to improve the performance of OCR methods. We

have also discussed the challenges specific to Hindi and Bangla OCR and indicate some open

problems for Indian scripts.
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